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Abstract

     Aeroacoustic studies were carried out for a flow through a duct with axisymmetric rectangular cavity. The
effect of velocities on the acoustic frequency and amplitude was studied by using the standard numerical
simulation FLUENT 14.5 software packages. Time step size is calculated based on the cavity width and velocity
of the flow. The vortex shedding frequency was measured at different location on the numerical simulation
model by using the acoustic model and FFT plot. The shedding of vortices in the cavity zone and the impingement
of the vortices in the cavity wall are the main acoustic source which causes the acoustic oscillation. The
acoustic pressure and dominant frequency in the flow were obtained from the simulation due to the presence
of the rectangular cavity. The experimental values were agreeing with the predicted computational values
within 5% error.

Keywords: Aero acoustics, Axisymmetric rectangular cavity, Computational fluid dynamics, Vortex shedding.

1.  INTRODUCTION

     The operation of the solid rocket motor is governed
by the initial internal shape of the propellant grain since
the propellant grain is the main source of energy for the
solid rocket motor to produce required amount of thrust.
The vortex shedding induced acoustic oscillation is a
cause of concern for the solid rocket motors where the
oscillations in thrust may produce detrimental effect to
the payload. The strength of the vortex shedding will be
more if the surface of the propellant has the shape which
will lead to flow separation. There is little attention
to  the above said phenomena of vortex shedding that is
caused due to change in the shape of the propellant like
rectangular shaped axisymmetric cavities. These
rectangular axisymmetric cavities are used in solid
rocket motors to maximize the burn surface area with
minimum propellant volume. Numerical simulations of
these axisymmetric cavities were carried out for cold
flow conditions, where it can be compared with
experimental data. The present studies of shear layer
oscillations helps in predicting the acoustic oscillations
of these cavities.

2. SOLUTION METHODOLOGY

     The two dimensional axisymmetric [9] viscous flow
analyses were carried out using FLUENT 14.5. The
simulation involves a duct with axisymmetric rectangular
cavity.

2.1 PROBLEM DESCRIPTION

     The diameter of the duct for the numerical simulation
D=3.44W, the rectangular cavity is located 1.29W from
the inlet. The sensors are located to capture the
acoustic parameters of the flow field due to the influence
of the vortex shedding in the cavity on the acoustic
property. The ratio of width to height of the rectangular
cavity is 1.16. The length of the duct downstream of the
cavity is 2.3W.

2.2 GRID STARTEGY

     The grid generation for the numerical simulation
was  carried out by using standard meshing software
Gambit 2.2.30.  The boundary  layer velocity has to
be predicted accurately in order to capture accurately
the vortex shedding phenomenon. The final boundary
layer mesh has been arrived based on the procedure as
given below. The boundary layer domain was initially
meshed coarsely and the steady simulations were
carried out. The wall y+ values were determined and
the cells near the walls were refined and the simulations
were repeated. The procedure was repeated until the
values of wall y+ were ~1 which was mentioned in
reference. The boundary layer mesh was carried for
the first layer thickness, growth rate and number of
layers 0.01, 1.2 and 20 respectively. The mesh with
41000 cells and boundary layer is shown in figure1.
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Fig.1 Grid for the numerical simulation

     The grids near the wall have to be refined where the
vortex shedding impinges on the wall at the trailing edge
of the cavity. The grid near the leading edge of the cavity
should be fine to capture the flow  separation where
the vortices were generated. The grids should not be
very fine since the vortices will be not captured due to
numerical dissipation. Grid independent studies were
carried out with mesh size of 41000, 82000, 130000 and
the results were within 1% error.

2.3 BOUNDARY CONDITIONS

     The velocity was given as inlet boundary condition.
The numerical model was considered as 2D
axisymmetric model and the axisymmetric boundary
condition was given at the midline of the duct. The basic
assumption here is the ring vortices due to axisymmetric
condition do not interact with each other. The 3D model
work is currently in progress which will give the effect of
ring vortices in azimuthal direction. The no slip boundary
condition was given at the wall. The exit of the duct was
given as pressure outlet.

2.4 SOLVER CONDITIONS

     Implicit time scheme was used to march the solution
in time. The resulting implicit equations were solved
iteratively at each time step level before moving to the
next time step. The advantage of the implicit scheme is
that it is unconditionally stable with respect to time step
size. The time step size is the main parameter for the
unsteady Aeroacoustic simulation which was calculated
as mentioned in the literature for the rectangular cavity.
Time step size, Δt = (0.01W)/U, Where W = width of
the rectangular cavity& U = flow velocity. The unsteady
simulation was carried out based on the above mentioned
time step size formula. As the velocity increases, the time

step size will decrease. Hence the simulation time will
be very high to calculate the flow time of milliseconds.
The simulation was carried out for different velocities
ranges from 30m/s to 120m/s in increasing order of
30m/s.  The time step size calculated for simulation of
unsteady analysis was of the order of 10^-5 to 10^-6.
The unsteady simulations were carried out for the time
of 0.03s. The Simulations were carried out with ANSYS
(Fluent) with 8 node, 128 core (each node is 2*8core),
High Performance Computing.

2.5 TURBULENCE MODELING

     The standard K-Epsilon turbulence model was used
to model turbulence. The two additional transport
equations for the turbulent kinetic energy K and the
turbulence dissipation rate ε were also solved along with
the transport equations. Initially, the time marching of
the governing equations was carried out until a steady
state solution is reached. The steady simulations were
carried out first to conserve the continuity, energy and
momentum equations.

2.6 ACOUSTIC MODEL AND RECEIVER
       FIXING

     Acoustics-Ffowcs-Williams &  Hawking model was
used to capture the acoustic parameters at required
location with the help of receiver fixing. Totally six
receivers were fixed to find the variations of the
amplitudes along the wall due to vortex shedding. Four
receivers (Rec_1-4) were fixed at corners of the
rectangular cavity and another fixed 7mm (Rec_5) and
14mm (Rec_6) after the cavity location. The acoustic
parameters at the above corresponding locations were
obtained after the unsteady solution.

3.  RESULTS AND DISCUSSIONS
3.1 FLOW RESULTS

     The frequency of acoustic oscillations was obtained
by using the Fast Fourier Transform 9FFT) which is
normally used for acoustic analysis in experiments. The
typical acoustic pressure vs time was shown in figure 2.
The frequencies for different velocities at receiver
location, 7mm (rec_5) after cavity were shown in figure
3. The first dominant frequency and amplitude increases
for the increase in velocity.
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     As the velocity increases, the jump in frequency from
one mode to another mode occurred and the
corresponding increase in amplitude also noticed.

     The frequencies for the six receiver location are
shown in figure 4.  The maximum amplitude was found
in the receiver location 2 and receiver location 3
because the maximum vortex takes place near the
location of those receivers.

Fig.2 Acoustic pressure Vs Time

Fig.3 Frequencies for different velocities

     The amplitude from the receiver 4 to receive 5 gets
decay because the intensity of the vortex was reduced
along the length after the cavity. After certain length the
amplitude decays exponentially due to the absence of
the vortex. The velocity vector plot shows the vortex
region in the rectangular cavity. The vortex level in the
each corner of the cavity varies which causes the
amplitude variation in the edge of the cavity.

Fig.4 Frequencies for different Receiver location

3.2 FLOW PATTERNS

     The velocity vector for flow velocity of 120m/s was
shown in figure 5. The vortex region of the flow pattern
near the corner was shown in figure 6.

Aeroacoustic Studies of an Axisymmetric Rectangular Cavity in a Ducted Flow
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Fig.5 velocity vector for the velocity 120 m/s

Fig. 6 Vortex pattern at the four corner of the rectangular
cavity
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4. VALIDATION

     The experiments were carried out with PCB
Piezoelectric sensors along the length and circumference
of the duct .The sensor was measured before and after
the cavity. Along the circumference of the cavity around
16 places the acoustic pressure were measured. Due to
confidential reason, the experimental values could not be
included. The experimental values were agreeing with
the predicted computational values within 5% error.

5. CONCLUSION

     The numerical simulations were used to predict the
acoustic frequency due to the vortex shedding in the
axisymmetric rectangular cavity. The results show that
the circumferential mode exists since the frequency was

high. The amplitude gets decay exponentially along the
length of the model after the cavity. The amplitude level
is varying based on the vortices present along the length
of the cavity.

M.Raju1, M.Thirumoorthy2 and  Dr.K.M.Parammasivam3

4IJEST  Vol.8  No.1&2  January - December  2014



Performance Evaluation and Prediction of Particulates by Thermodynamic
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Abstract

     The objective of this work   is to minimize the particulate emissions and focus on  the combustion
strategies, understand the concept to reduce the emission pollutants and find a way to relate the performance
operating parameters characteristics to the total pollutants liberated. In the first phase of the work,  the
proper study of pollution formation and  its control was done.  The performance curves, base emission
readings plus p(и) curve generation were evaluated experimentally and plotted. The  thorough study of
thermodynamic combustion modelling and necessary mathematical  sub models were developed  using
the computational tool MATLAB. The ideal cycle simulation (ICS) of CI Engines has been dealt with employing
thermodynamic  relations  and using air as a working medium. Fuel air cycle simulation carried using
appropriate equations which included the influence of various  operating parameters on engine performance.
Progressive combustion simulation (PCS)   using rate equations and zero- dimensional model have
been incorporated by means of some empirical relations. The overall objective of this research is to utilize
current understanding presented from modern methods of experimentation to develop a new
phenomenological model of particulate emissions that is flexible, computationally  inexpensive while
maintaining a reasonable fidelity. A phenomenological  model is introduced by applying established conceptual
models of soot formation for direct injection combustion to develop a mathematical description of events.

Keywords: Combustion strategies,  Diesel engines, Modeling, Particulate emissions, Soot formation.

1. INTRODUCTION

     The diesel engine is an attractive power unit used
widely in many fields, for its great advantages over
petrol engines such as lower fuel consumption, lower
carbon monoxide emissions, better torque characteristics
and higher reliability (Heywood 1988;  Stone 1999).
However, they are among the  main contributors to air
pollutions for the large amount of emissions, especially
particulates and nitrogen oxides (NOx) (Heywood
1988). How to control these emissions is one of the
most important aspects of modern air quality
management. The concentration of carbonaceous
particulate matter in the exhaust of diesel engines
depends on the rates of formation and oxidation of soot
in the combustion chamber. Soot forms early in the
combustion process when local fuel-rich areas exist,
whereas soot oxidation occurs later when more air is
entrained into the fuel spray. Based on this
understanding, a  phenomenological combustion model
is established. In the model, the cylinder volume is divided
into four zones: a rich fuel spray core, a premixed-
burning/burned gas zone, a mixing controlled burning
zone and a lean air zone. Soot formation takes place in
the mixing controlled burning zone where the local

C/O ratio is above the criticalvalue.  Soot oxidation
occurs in the premixed-burning/burned gas zone as air
is entrained. The phenomenological model strikes a
balance between the complexity and the computational
cost. In this type of model, some of the physical and
chemical processes involved in the combustion are
simplified using empirical formulas based on experimental
data. The model thus will be limited in use to the specific
engine system, or to the type of engine system upon
which the model is built.

2. CONCEPTUAL MODEL

     The fuel is  injected  into the combustion chamber
slightly before the desired time of combustion, as the
piston reaches the end of the compression stroke. The
liquid fuel atomizes into small droplets, evaporates
and mixes with the hot and compressed air of the
combustion chamber. Because the air temperature and
pressure are above the fuel’s ignition point, spontaneous
ignition occurs after a short delay. The time interval
between the start of injection and the first heat release
is called the ignition delay. After the ignition delay period,
the subsequent Diesel combustion process is commonly
divided into two stages. During the initial phase  the fuel
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which has mixed with air to within the flammability
limits combusts rapidly. This phase of the  combustion
process is commonly referred to as premixed phase
and is associated with high rates of heat release over
a few crank angle degrees. The combustion  heat-
release history during this interval depends strongly on
the fuel-air mixture prepared during the ignition delay
period. DEC (1997), describes the formation and
features of a quasi-steady diesel fuel jet, as shown in
figure 1. It should be noted that this conceptual model
applies to large bore, quiescent chamber combustion
or  a free fuel jet  without wall interactions. At the start
of injection, fuel begins to penetrate into the combustion
chamber and high temperature air is entrained into the
spray.

Fig.1 Quasi-steady Diesel combustion plume as
presented by DEC (1997) Courtesy Dr.  John E. Dec

(Sandia NationalLaboratories)

     The hot air evaporates the fuel and beyond a fixed
length, knows as the liquid length, no liquid fuel exists.
The liquid length shortens slightly after the start of
combustion but remains relatively constant until the end
of injection. Beyond the liquid length, the rich premixed
fuel and air continue to be heated until they react in the
rich premixed reaction zone. The products of rich
combustion continue downstream and diffuse and mix
radially outward until reaching the surrounding cylinder
gases. At a location where the rich products and cylinder
gases mix to produce a Stoichiometric mixture, a
diffusion flame is produced. The  diffusion flame
surrounds the jet in a thin turbulent sheet, which extends
upstream toward the nozzle. The axial distance from
the nozzle exit ato the diffusion flame is the Lift-Off
length. According to SIEBERS & HIGGINS (2001) the
Lift-Off  length. controls the amount of oxygen entrained
into the fuel jet and therefore the stoichiometry of the
fuelrich zone. Soot is burned out and NOX is produced
on the outside  of the diffusion flame, where
temperatures are high and oxygen and nitrogen are

abundant. Initial pyrolysis of fuel usually identifies a very
rich combustion region. The products of this initial
pyrolysis have abundant amounts of soot precursors,
like C2H2, C2H4, and the radical C3H3, for seed
particles, as well as unburned Hydrocarbons, for growth
species. Initial soot particles form and grow in size
through agglomeration, direct deposit, and surface
growth. The soot particles, soot precursors and growth
species, are all oxidized as they mix with surrounding
air at high temperatures. The initial pyrolysis of the
fuel occurs at  the rich initial reaction that exists just
downstream of the liquid length. Furthermore, just
downstream   of this  reaction, observations from DEC
(1997) have shown the existence of a zone where small
soot particles begin to form. The particles take root and
grow as they move down the turbulent fuel jet toward
the head vortex. Oxidation of the soot particles occurs
when  they pass close  to, or through the diffusion flame
formed around the periphery of the spray plume, where
the particles are exposed to oxygen. SIEBERS &
HIGGINS (2001) found the equivalence ratio of the
rich initial reaction was dependent  On the Lift-Off
length. The  only oxygen for the initial reaction comes
from the air entrained in the fuel spray; the diffusion
flame sheath prevents further entrainment. A larger
Lift-Off length allows more air entrainment and a lower
equivalence ratio for the initial reaction. Lower
equivalence ratios for  the reaction, would result in
fewer unburned hydrocarbons in the products. A vast
majority of the soot particles formed during the Diesel
combustion are oxidized before the combustion event is
quenched (HEYWOOD, 1988). In the final stage of the
combustion event a “race” occurs between the dropping
temperature due the expansion cooling and the rate of
the soot oxidation. The particulate matter left when the
final stage of combustion is quenched, becomes the soot
expunged from the cylinder and into the exhaust of the
engine.

3. PARTICULATES

     Particulates are tiny solid and liquid particles and
are sometimes referred to as  particulate  matter (PM)
or fine particles, and their sizes, which are strongly
linked to human health issues, vary from several
nanometers to  several hundred microns   (World
Resources Institute et al. 1998; C. Arden Pope III
2002; Eastwood 2008).  Generally,  particulates from
engines can be categorized into three distinct types
according to   their sizes: nucleation mode (<50
nm), accumulation mode (50-1000 nm) and coarse mode
(>1000 nm) (Kittelson  1997) (Figure 2). There are

Hemalatha Tahapa1 and G.Devaradjane2
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also definitions, which are different in the size range,
as nucleation mode (<100 nm), accumulation  mode
(100-900 nm) and coarse mode (>900 nm) (Eastwood
2008).  Coarse  mode particles are mainly composed
of particles forming from the other two modes or a
typical rust and scale from the exhaust  system. They
can easily be stored and released in the exhaust
system and this inconsistency makes its manner
unpredictable and thus  less studied (Eastwood 2008).
For the past few years, attention has been mainly drawn
on the accumulation mode particles, which have more to
do with the particle mass. They consist of some basic
blocks called primary particles or spherules (Heywood
1988). The spherules‘ diameters are around 20-50 nm
and their numbers determine the size of the particles.
The spherules are composed of solid core parts and
some liquid or semi liquid materials attached to the

surface of their aggregations, making them “wet”
(Eastwood 2008).

     Nucleation mode particles are more related to the
particle number and they are relatively less studied for
their obscure and irreproducible nature. Some of them
are volatiles and some are solids. Based on the
conceptual model recommended by Peter
(Eastwood 2008), particulates can be divided
into non- volatile/non-soluble, which are mainly
generated in  the engine, and volatile/soluble, which
form later in the exhaust. The former includes the soot
and ash fractions while the sulphate, organic and nitrate
fractions are categorized in the latter. For    the
particle growth mechanism, this empirical equation
is suggested (Sunderland et al. 1996).

     Where g  is the rate of surface growth (kg/m2s),
kg (T) is an Arrhenius expression and n is an index.
This equation can be used for simple hydrocarbon flames,
based on its association with acetylene.

The reactions include:

Fig.2  Different modes of particles formed.

     For the particles‘ agglomeration and oxidation, the
Smoluchowski equation and oxidation model (Tao et al.
2004) are used respectively as:

Where N is the number concentration and k is the
agglomeration coefficient.

4. WORK APPROACH

PHASE-1

Base engine reading, calculation, recordings and
generation of P- (и) curves.

Developing basic thermodynamic models for the
corresponding to different stages of operation over a
four stroke compression ignition engine for simulating
the data.

PHASE-2

Develop an emission prediction model for Steady state
conditions.

To conform the operating parameters which would
help reduce the particulate matter formation.

Performance Evaluation and Prediction of Particulates by Thermodynamic Combustion Modeling on CRDI Diesel
Engine
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5. EXPERIMENTAL SET UP

Fig.3 Experimental set up

     With automation system, it is possible to conduct
the power, smoke (steady & transient) and emission
measurement tests (steady state) in AUTO mode with
the final result calculation and report generation.

6. CONVENTIONAL TEST PROCEDURE

     The engine is started and allowed to attain a steady
speed condition at a zero load condition.

Table 2 Engine Specifications

     For this engine it took thirteen stages to attain that
max speed for no load condition hence at that condition
brake power, specific fuel consumed everything was
calculated.

     Both the lubricating oil level and the conditions of the
lubricant were checked Coolant was supplied to the
engine and was monitored properly for appropriate
supply and run the engine.

     Engine was started pick up the rated speed Load
was applied gradually from the dynamometer at 0%,
20%, 40% 60% 80% 100%. For each load, fuel rate
was set and specific fuel consumption and the engine
torque was noted.

Hemalatha Tahapa1 and G.Devaradjane2
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a)  Progressive combustion model

The above figure shows comparison
Comparison of two models:

Red: Progressive combustion model
Blue: Zero dimensional model

     Peak pressure obtained in both the models is almost
the same There is slight  variation in the expansion
processes in both the combustion models due to slight
difference in peak pressure obtained.

     Combustion starts slightly late (2o-3o) in zero
dimensional model(since ignition delay[2][3] is
considered) which can be observed in the graph.

7. EXPERIMENTAL RESULTS AND
    DISCUSSIONS

Fig.4 Graphical representation of the speed v/s torque

     The above p(θ) curve is generated at 3300rpm
120Nm.   The pressure responsive transducer and its
support components form an instantaneous pressure
indicator. The advantage of this system is that each
individual pressure cycle of the engine can be
represented and therefore, variations in pressure from
cycle to cycle can be studied and as well rapid
fluctuations of pressure that occur with explosive knock.

8. CONCLUSION

     The results and discussion inferred are collected for
further development of the correlation soot modeling,
predicting the emissions and the factors affecting the
performance of the engine, emission concentrations will
be observed. The maximum effort is put to keen
improvise the basic concepts, study the behavior of
engine and learn to simulate the model of  the real
system, physical system representing actual processes
and analyze the same. The model is mathematical one
representing the actual processes through a set of
algebraic, differential or integral equations and the
analysis is made using MATLAB.

FUTURE SCOPE OF THE WORK

     This analysis can be extended into higher
combustion models to predict the characteristics of
engine even better. The mathematical correlations can
also be derived with respect to the soot  modelling.
Each parameter variation how affects the performance
of the engine and its emission characteristics can be
studied with ease. This will serve as a good platform
to develop better models in MATLAB.
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Abstract

     Remote sensing image fusion is the process of obtaining a highly informative color image from a set of
remotely sensed gray scale panchromatic image (PAN) and multispectral color image.  Fusion methods such
as Intensity-Hue-Saturation (IHS), wavelet based fusion, contourlet, curvelet, linear IHS, Nonlinear IHS and
other existing method causes gamut problem, resulting color distortion and loss of information in the fused
image. It is not possible to derive specific information from the resultant image, because of high spectral
distortion than the original image. To avoid the high spectral distortion and to overcome the gamut problem in
image fusion, Improved Nonlinear IHS transform using high pass filter (HPF) fusion rule is proposed in this
paper. Improved Nonlinear IHS transform using High Pass Filter fusion rule produce an image with less
spectral distortion, no gamut problem and the fused image will have high spatial information and high spectral
information than the existing methods.

Keywords: High pass filter (HPF), Image fusion, Intensity-Hue-Saturation, Improved Nonlinear IHS Transform
                  (iNIHS).

1.  INTRODUCTION

     Remote sensors collect data by detecting the energy
that is reflected from earth. These sensors can be on
satellites or mounted on aircraft. The images produced
from these sensors are such as panchromatic image and
multispectral image. Where, panchromatic image is said
to be a high resolution black and white image and
multispectral image is said to be a low resolution color
image. Both the panchromatic and multispectral images
are fused to get a high resolution color image. This high
resolution color image is used in several applications like
surveillance, feature detection, change detection, etc…

  Intensity-Hue-Saturation, defines colors
mathematically, using cylindrical or spherical
coordinates. Hue component refers to  the dominant
wavelength 0 and 360º. Intensity refers to the total
brightness or dullness of a color. Saturation refers to the
purity of the color. Both the intensity and saturation
component ranges between 0 and 1.  Image fusion using
linear IHS transform and nonlinear IHS transform
produces gamut problem. Linear IHS color space is said
to be in a cube model. After the image fusion, the resulting
color point will not be the same as which is present inside
RGB cube. It is said to be a gamut problem. Usually
gamut problem is resolved by using either one of three
types of clipping techniques as discussed in [3].

     The nonlinear IHS color space is said to be in
cylindrical model with collapsed top, if the color point of
the image after backward  nonlinear transformation falls
into the collapsed portion causes gamut problem. It can
be solved by clipping method. But when the collapsed
top of the nonlinear cylinder is reshaped to a complete
cylinder, it is possible to avoid the gamut problem without
going for clipping method [4]. Image fusion using
nonlinear IHS transform resolve the gamut problem and
uses à trous wavelet filter based additive image fusion
rule to overcome the spectral distortion, still exists high
spectral distortion and contrast reduction  [12] in the
fused image  [4]. If there any  spectral distortion in the
fused image, it is impossible to derive a sufficient
information from the fused image. To completely
overcome the high spectral distortion in the resultant
fused image, Improved Nonlinear Intensity-Hue-
Saturation transform (iNIHS) is proposed with the fusion
rule of High Pass Filter. High pass filter amplifies the
noise and reduces the quality of the image to obtain high
frequency spatial information which is not present in
the multispectral (MS) image and this obtained high
frequency component is inserted into the multispectral
(MS) image to remove high spectral distortion in the
resultant image and to increase the spatial and spectral
resolutions of the fused image.
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     In the remainder of this paper, the proposed method
of Improved Nonlinear IHS color space using High Pass
Filter fusion rule is presented in Section 2.0. Experimental
results in Section 3.0, followed by the conclusion in
Section 4.0.

2. PROPOSED METHOD

     A gamut is said to be a subset of color. Certain colors
which cannot be expressed within a given color space is
said to be a gamut problem. In this paper, to avoid gamut
problem, a truncated portion in the nonlinear cylinder is
reshaped to form a complete cylinder and called as
Improved Nonlinear IHS color space. According to the
proposed method, transform each and every pixel in MS
image into iNIHS color space and after image fusion,
each pixel in iNIHS color space should transform back
into their corresponding color space, either RGB (Red,
Green, Blue which is a additive color) and CMY (Cyan,
Magenta, Yellow which is substitutive color).

     To transform MS image in iNIHS color space, decide
each pixel in MS image falls into RGB color space or
CMY color space. If the color point of a pixel falls within
a RGB cube, and that particular pixel is said to be in
RGB color space or else it is said to be in CMY color
space pixel’s color point can be determined with the help
of Intensity and Hue value. For reverse transformation,
the entire Hue range present in the iNIHS color space is
separated into three sections to transform back the pixel’s
into corresponding color space. In proposed method,
iNIHS can be processed along with High Pass Filter
fusion rule.

     In this paper, Low Pass Filter is applied only to the
Panchromatic image (PAN). The low resolution
panchromatic image is smoothened by LPF to suppress
noise. Low pass filtered image is subtracted from the
original panchromatic image to attain high spatial
information. This technique is called High Pass Filtering
[8] [9] and this  high spatial information is inserted into
the intensity component of MS image.

Fig.2 Image fusion using iNIHS transform

The proposed method involves the following steps:

2.1Transforming MS into iNIHS

     Nonlinear IHS color space has collapsed portion at
the top of the cylinder as shown in figure 2.1(a). If the
color point of a pixel falls into the collapsed portion, a
gamut problem will arise.

      To overcome gamut problem, the collapsed portion
in Nonlinear IHS is reshaped to form a complete
cylinder as shown in figure 2.1(b) and it is said to be an
iNIHS color space. Improved Nonlinear IHS color

space has two symmetric portions as H upper and H

lower as indicated in figure 2.1(c).

     If the color point of pixel falls into the upper portion,
then the pixel is said to be in CMY portion or else it falls
into the lower portion and the pixel is said to be in RGB.

     Two separate the iNIHS color space into two
symmetric parts, a saturation line is drawn in between
gray axis line edges as shown in figure2.1(d).
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     Consider a MS image which has a low resolution and
has to be converted into iNIHS color space on taking
FIHS. When forward transformation is taken, Intensity
and Hue values are obtained first. With the help of
intensity and hue values, each pixel can be determined,
whether it is in RGB or CMY color space.

Fig.2.1 (a) Nonlinear HIS color space, (b) iNIHS color
space, (c) iNIHS is separated into two parts as H upper
and H lower , (d) separated portions of RGB and CMY

     The saturation point (s) of each pixel can be found
using the color space they have been placed (RGB or
CMY). Finally the MS have been converted into IHS
color space. MS into Nonlinear IHS can be calculated
as follows, as suggested in [4].

2.2 Fusion Rule

     Consider a panchromatic image which has a high
resolution. Smoothen the panchromatic image from the
low pass filter can reduce noise. Then the low pass filter
image ( PAN ˘ ) will have low frequency information.
High spatial information obtained from the panchromatic
image is added with the intensity component of the MS
image and it is denoted as I ˘ .

2.3 iNIHS into Coressponding Color Space

     Inverse IHS  transformation is taken to  transform
back the resulting image from fusion operation into
corresponding color space to display images. The iNIHS
color space which has two  symmetric portions, RGB
and CMY in the lower and upper portion respectively
is divided into three sections each 120o depending upon
its Hue range as represented in [4].

     The upper half CMY is divided into CM [180, 300],
MY [300, 60] and YC [60, 180]. Similarly, RGBis divided
into RG [360, 120], GB [120, 240] and BR [240, 360].

     Nonlinear IHS to RGB transformation for color points
the lower half of the iNIHS space as suggested in [4].

   (1)
1.Section    RG (0  h  120and i  2 / 3 h  60/

180 ); b = i(1  s) ;
r=i[1+s cos h/cos(60h)]; (3)
g = 3i  (b  r)

2.Section   GB 120  h  240and i  2 / 3  h 
180/180h=h120; ri(1s);                                    (4)
g = i1  s cos h / cos(60  h); b  3i  (r  b).

3.Section BR (240o  h  360and i  2 / 3  h 
300/ 180 ); h = h - 2400; g = i ( i - s ); (5)
b  i[1  s cos h / cos(60 h)]; r  3i  (g  b).

     Nonlinear IHS to CMY transformation for color
points in the upper half of the iNIHS space.

1.  Section  YC (60o< h Ј 180oand
  i > 1/ 3 + h - 120o/180o); h = h - 240o ;
  m = (1 - i)(1 - s);                                                                    (6)
  y = (1 - i)[1 + s cos h / cos(60o - h)];
  c = 3(1 - i) - (m + y).

2.  Section   CM (180o < h Ј 300o and
  i > 1 / 3 + h -240o/180o y = (1 - i)(1 - s);

     c = (1 - i)[1 + s cos h / cos(60o - h)];
  m = 3(1 - i) - (c + y). (7)
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3. Section  MY ((-60o < h < 0o and i > 1 / 3 + (360o -
h) or (0o < h < 60o and i > 1 / 3 + h / 180o ));
h = h - 120o ; c = (1 - i)(1 - s);
m = (1 - i)[1 + s cos h / cos(60o - h)];
y=3(1-i)-(c+ m).                                       (8)

     High pass filter is usually used to sharpen the image
and to extract the finer details of the image by using
negative values. The high pass filter sharpens the highest
signal to noise ratio parts.

     High Pass Filter also called sharpening filter. HPF
sharpens the image by subtracting, the low pass filtered
image and the original image.

HIGHPASS = ORIGINAL - LOWPASS

     Major advantage of the high pass filter is to neglect
the high spectral distortion by gaining high frequency
spatial information [10]. In this paper only the
panchromatic image is dealt with high pass filter.

     The resultant image is a sharpened image of high
spatial information. This high frequency information is
added into the intensity component of multispectral image.

3. EXPERIMENTAL RESULTS

     Experiments were conducted to evaluate the
performance of the proposed method by fusing the data
set of pairs. For the data sets, image size of low resolution
multispectral image was 512 ґ 512 pixels.

     The proposed method of HPF image fusion in the
iNIHS color space was applied to the PAN and MS
image, the resulting image will have all the colors present
within the gamut is shown in figure 3.0

     Image fusion using iNIHS with HPF fusion rule is
evaluated and the obtained results is better than the
existing method.

Fig.3.0 (a) conversion of MS into iNIHS, (b) intensity component from the PAN image, (c) high spatial resolution from PAN
image, (d) fused image after intensity substitution, (d) final fused image after reverse transformation.
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4. CONCLUSION

     RGB into linear & Nonlinear IHS transformation
causes gamut problem. iNIHS method with à trous
wavelet filter is used to solve the gamut problem. But
the resultant image still has a high spectral distortion and
contrast reduction. To overcome the gamut problem with
less spectral distortion and contrast reduction, iNIHS is
used along with high pass filter fusion rule and the
obtained image has less spectral distortions with no out
of gamut colors.
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Abstract

     The impact of industrial toxics and hazardous wastes on aquatic life including microorganisms cannot be
over-stressed. Consequently, upon the industrial revolution, many production and manufacturing companies
have due to improper waste management techniques, added toxic and hazardous wastes including synthetic
compounds into the aquatic environment. These wastes are also discharged into water without any treatment
as a result of improper or deliberate channeling of the wastes into aquatic environment. The presence of these
wastes in the environment causes extensive damage to the water quality characteristics and the ecology of the
environment, especially when microbial degradation activities fail to remove these pollutants fast enough to
prevent environmental degradation. Micro-organisms can be considered chemical factories. They have the
capacity to convert a raw material into end products. If the end products have value for human use then it
becomes attractive to exploit the microbiological process.  Also these micro-organisms can be isolated for
various hydrolysis and fermentation activities e.g. carbohydrates, lipids and protein etc. and they use for
bioremediation. It is a technology for removing pollutants from the environment, restoring contaminated sites
and preventing future pollution. This capacity could be improved by applying the Genetically Modified
Microorganisms (GMMs). Genetically modification can be done with the help of different kinds of mutagens
such as physical, chemical, or both. It has been found that hydrogen peroxide (H2O2) plays a vital role in
water purification and act as a chemical mutagen to modify genetically of microbes. In the present study
researcher tried to develop some genetically modified amylolytic bacterial consortium for better enzyme
production through hydrogen peroxide for bioremediation.

Keywords: Amylolytic, Bacterial consortium, Bioremediation, Chemical mutagen, Hydrogen peroxide, Industrial
                Effluents of phagwara, Genetic modification, etc.

1. INTRODUCTION

     Living cells produce enzymes to conduct biological
reaction in an orderly and well define manner. These
enzymes with a high degree of specificity and efficiency
speed up the reaction rate. The most characteristic
feature of enzymes is that they never used up by the
substrate and product as well. Even a small quantity of
enzyme is adequate to carry out chemical reactions,
liberating numerous metabolic and products. Based on
their role in metabolic pathways, they are located in
different components of cells, tissues and body fluids.
Specifically, starch is a biodegradable polysaccharide.
It is composed of several molecules of glucose linked
together by glycosidic bonds. It is a mixture of amylose
(linear form) and amylopectin (highly branched form).
Being complex in nature, starch needs the amylase
enzymatic activity for hydrolysis. Amylase acts on 1-4
glycosidic linkage of starch and hydrolyses them into
fragments of dextrines and then to maltose molecules.

     Further hydrolysis to soluble glucose requires the
presence of another enzyme maltase. To hydrolyze starch,
organisms must produce amylase.

     Amylolyticmicroorganisms commonly found in soil,
freshwater reservoirs, and seawater hydrolyzes starch
into mono- and disaccharide units.

     Microorganisms are modified with the help of certain
mutagenslike hydrogen peroxide. Mutagens are a
physical and chemical agent that changes the genetic
material, usually DNA for an organism. Hydrogen
peroxide is a chemical compound. Its molecular formula
is H2O2. It is used as strong mutagen. It is a colorless,
odorless liquid. It is usually in water soluble. It is used as
a cleaner. It causes DNA damage because of the
FENTON-TYPE reaction. It releases nascent oxygen
which is highly reactive. It combines and oxidizes necrotic
matter and bacteria. It cause G:C to T:A transverse in
bacteria which ultimately cause a changes in integrity of
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the cell wall and the organisms is killed by action of
lysozyme. The changes in nucleic acid sequences by
mutation include substitution of nucleotide base pairs and
insertions and deletions of one or more nucleotide in DNA
sequences. Although some of these mutations are lethal,
or cause serious disease, many have minor effects, as
the changes they cause in the sequence of encoded
proteins are not significant. Many mutations cause no
visible effects at all, either because they occur in introns
or because they do not change the amino-acid sequence,
due to redundancy of codons. On rare occasions they
can create beneficial mutations and can spur evolutionary
change in a population. These beneficial mutants may
be used for bioremediation, to return the environment
altered by contaminants to its original condition.

2. LITERATURE SURVEY

     The above theoretical background may be supported
by previous researcher in some extent in following
literatures. Hebrard  et al. (2009) worked on Redundant
Hydrogen Peroxide Scavengers Contribute to
Salmonella Virulence and Oxidative Stress Resistance
in at Institut de Microbiologie de la Me´diterrane´e,
Chemin Joseph Aiguier, France and found that
Salmonella enterica serovar Typhimurium is an
intracellular pathogen that can survive and replicate within
macrophages. One of the host defense mechanisms that
Salmonella encounters during infection is the production
of reactive oxygen species by the phagocyte NADPH
oxidase. Among them, hydrogen peroxide can diffuse
across bacterial membranes and damage biomolecules.
Data indicated that Salmonella catalases and alkyl
hydroperoxide reductases are required to degrade H2O2
and contribute to the virulence.[3]

     Mai-Prochnow et al. (2008) worked on Hydrogen
Peroxide Linked to Lysine Oxidase Activity Facilitates
Biofilm Differentiation and Dispersal in Several Gram-
Negative Bacteria at School of Biotechnology and
Biomolecular Sciences and Centre for Marine Bio-
Innovation, University of New South Wales, Sydney.
They observed that the marine bacterium
Pseudoalteromonas tunicata produces an antibacterial
and autolytic protein, AlpP. AlpP homologues also occur
in several other gram-negative bacteria from diverse
environments. Their results show that subpopulations of
cells in microcolonies also die during biofilm formation
in two of these organisms, Chromobacterium violaceum
and Caulobacter crescentus. In all organisms, hydrogen
peroxide was implicated in biofilm cell death, because it

could be detected at the same time as the killing occurred,
and the addition of catalase significantly reduced biofilm
killing. They propose that biofilm killing through hydrogen
peroxide can be linked to AlpP homologue activity and
plays an important role in dispersal and colonization across
a range of gram-negative bacteria.[4]

     Julia & Pueyo1 (1999) they studied the
mutagenicity of hydrogen peroxide (H2O2) was com-
pared with that of coffee, a complex mixture which
generates H2O2. An Escherichia coli strain defective
in catalaseactivity (katG katE double mutant) and
carrying a singlecopymucAB (pRW144) plasmid was
constructed to enhance the mutagenic response to
oxidants. The ability of themucAB genes to inűuence
the type, frequency and distribution of H2O2-induced
mutations was also investigated in isogenic bacteria
lacking pRW144. Induced mutational spectra were
characterized and compared with that of spontaneous
mutagenesis. A total of 444 independent for-ward
mutations affecting the first 210 bp of the lacI genewere
identiűed by DNA sequence analysis. The
spontaneousmutation spectrum showed no bias (PJ 0.52)
for substitutions at G:C base pairs. In contrast, in the
H2O2-inducedspectrum substitutions occurred
preferentially at G:C base pairs (P < 0.0001) with a
preponderance of G:C T:Atransversions (43.4% of
H2O2-induced mutants versus 17.3% of spontaneous
mutants). These data support the view that 7,8-dihydro-
8-oxoguanine is the main premutagenic lesion induced
by H2O2 and that catalase-defective bacteria have
elevated levels of 8-oxoguanine in chromosome DNA
after H2O2 exposure. Coffee produced a similar
distribution of mutational events as H2O2 (P > 0.05),
suggesting that this compound may be the main cause of
the coffee-induced mutagenesis. The presence of plasmid
pRW144 did not affect the frequency of H2O2-induced
G:C T:A transversions, but caused an increase in A:T

T:A transversions and a decrease in –1 base

frameshifts. Although the frequencies of G:C T:A
transversions were similar in all three induced spectra
(H2O2 and coffee KpRW144), differences were
observed in location of mutations throughout the target
gene.[5]

     Pollution of water was being caused particularly by
various industries in Phagwara Tehsilof Punjab (Refer
Figure 1). Harmful chemicals were releasing from these
factories into peripheral water bodies every day (Refer
Figure 2). Several people in villages die due to jaundice
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caused because of highly polluted drinking water. Among
these pollutants starch residues which also generated
from various food processing industries of Phagwara
enhance pollution in the water bodies in a drastic way
(Refer Figure 3).

Table 1Different Concentration of H2O2in 25 ml

Fig.1 Map of Punjab (place of research)

Fig.2 Sugarcane factory, Sangatpur,Phagwara

Fig.3 Wahid sandhar sugar mill, phagwara, punjab

     To eliminate those starch pollutants researcher is
trying to develop an amylolytic mutant bacterial
consortium with the treatment of different concentration
of hydrogen peroxide mutagenic solution, with following
objectives.

Ob1. To prepare the Selective Starch Agar Media.
Ob2. To inoculate Amylolytic Bacterial Consortium in
Petri Plates.
Ob3. To prepare different Concentrations of Hydrogen
Peroxide solution.
Ob4. To giveH2O2 Treatment for Various
Concentrations of that Inoculated Bacterial Consortium
in Petri Plates.
Ob5. To identify the Genetically Modified Amylolytic
Bacterial Consortium for better Enzymatic Activity.
Ob6. To separate those Modified GMOs for further
study.

3. EXPERIMENTAL MATERIALS AND
    METHODS
3.1 To Demonstrate Starch Hydrolysis:
Preparation of Selective Starch Agar Media

3.1.1 Material required: Laboratory Glass Wares
Petri plates
Pipette

3.1.2 Laboratory equipments
Autoclave
Insulator

3.1.3 Medium
a. Starch agar medium

Peptone 5 g
Beef extract 3 g
Soluble starch 2 g
Agar 15 g
pH 7.0

b. Iodine solution

Iodine 1 g
Potassium sodium 2 g
Distilled water 300 ml

     Crush the iodine and potassium iodide in a mortar
and pestle. Dissolve the mixed powder in 300 ml water
and stir vigorously. Store it in amber bottles for further
use.
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3.1.4 Procedure

i. Heat the starch agar till the medium content melts.
ii. Autoclave it at 121°C for 15 minutes.
iii. After 10 minutes pour the medium into the sterilized

Petri plates (15-20 ml).
iv. Allow it to solidify.
v. Then under aseptic condition, transfer a loopful of

growth from sample tube and perform single-line
streaking across the centre of the Petri plate.

vi. Incubate the plates at 37°C for 24 hours.
vii. Following the incubation period, flood the plates with

iodine solution.
viii. Appearance of clear zone, around the microbial

growth indicates positive results.[1](Refer Fig. 4 &
5)

Fig. 4 and 5 Preparation of selective starch agar media

4. FLOW CHART FOR ISOLATION OF
AMYLOLYTIC BACTERIA THROUGH

    SELECTIVE MEDIA

     Preparation of selective broth and divide into 20 ml
in 10 conical flasks а Inoculate it with different amylolytic
consortiumа Incubate for 24 hours at 37°C  а Prepare
selective media plates а Inoculate them with broth of
conical flask to corresponding plates (Refer Figures   6
& 7).

Fig.6 Inoculated starch broth conical flask were kept inside
shaker for overnight

Fig.7 Starch agar plates

4.1 To Prepare Different Concentrations of
Hydrogen Peroxide Solution.
4.1.1 Material required
Laboratory Glass Wares
Pipette
Caped Glass Test Tubes

4.1.2 Chemical Required
H2O2
Distilled H2O

4.1.3 Procedure

     The different concentration of H2O2 was prepared
as per Table No.1and kept in capped Glass Tubes for
further use (Refer Fig. 8).

Fig.8 Hydrogen peroxide solutions
To give H2O2 Treatment for Various
Concentrations of that Inoculated Bacterial
Consortium in Petri Plates

     Fresh starch agar media plates were inoculated with
1 ml of 24 hour old incubated broth and 1 ml of
corresponding percentage concentration of H2O2. These
plates were incubated at least for 24 hours as before.
Then on the basis of hydrolysis of media by the bacterial
consortium the results were observed (Refer Figures 9
to 20).
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Fig.9 Inoculated Starch Agar Plates with H2O2
solutions in Incubator

Fig.10 Control Plate without H2O2 treatment

Fig.11 Plate with 0.25% H2O2 treatment Fig.12 Plate with 0.50% H2O2 treatment

Fig.13 Plate with 0.75% H2O2 treatment Fig.14 Plate with 1% H2O2 treatment

Fig.15 Plate with 1.25% H2O2treatment Fig.16 Plate with 1.5% H2O2 treatment
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Fig.17 Plate with 1.75% H2O2treatment Fig.18 Plate with 2% H2O2 treatment

Fig.19 Plate with 2.25% H2O2 treatment Fig.20 Plate with 2.5% H2O2 treatment

5. RESULTS AND DISCUSSION

     After the several no. of trials with the cell suspension
of amylolytic bacterial consortium with hydrogen peroxide
(H2O2) solutions it was found that the numerous colonies
were spread over the control plate having no hydrogen
peroxide (H2O2) treatment (Refer Figure 10). But there
were remarkably differentiations observed in different
percentage of hydrogen peroxide (H2O2) concentration
containing cell suspension plates (Refer Figures 11 to
20). Though hydrogen peroxide (H2O2) acts as a
chemical mutagen to bacteria then also the previously
isolated from waste water amylolytic bacterial consortium
showed their tolerance level up to 2% of hydrogen
peroxide (H2O2). Beyond the 2% of hydrogen peroxide
(H2O2) the amylolytic bacterial consortium were
observed sensitive. The genetically modified amylolytic
bacterial consortium which was showed its maximum
optical density in 1.5%, 1.75% and 2% hydrogen peroxide
(H2O2) treated plates (Refer Figures 16, 17 & 18). They
produced larger size colonies with distinct and prominent
features.At 2.25% & 2.5% of hydrogen peroxide (H2O2)
containing plates were showed sensitive and lethal to
that concentration to amylolytic bacterial consortium
(Refer Figures 19 & 20).

     So, in this study it was reviled that the amylolytic
bacterial consortium can be modified genetically through
hydrogen peroxide (H2O2) treatment. It was also
observed that at 1.5%, 1.75% and 2% hydrogen peroxide
(H2O2) treatments modify genetically of amylolytic
bacterial consortium for better enzyme production for
starch hydrolysis.

6. CONCLUSION

     From the figures & results, it was found that
amylolytic bacterial consortium can be modified
genetically with hydrogen peroxide (H2O2) treatments.
It was also observed that the hydrogen peroxide (H2O2)
treatment for 1.5%, 1.75% and 2% were able to generate
the most Genetically Modified Organisms (GMOs) i.e.
in this case amylolytic bacterial consortium for better
enzymatic activity which can be used to reduce industrial
starch pollutants to enhance the process of
bioremediation.
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Abstract

     Health monitoring is the major development area in the field of medicine. Continuous health monitoring of
patients are gaining more importance because a doctor cannot be able to monitor all the patients every time.
In industries, there are many areas, where continuous health monitoring of workers is essential. The workers
are working at hazardous regions like mines, power plants etc., The emission of various radiations, rise of
temperature, lack of oxygen, etc., leads to many problems. At that time workers need the medical assistance. In
present days, all factories are using protective measures for workers. But there is no method for continuous
health monitoring of workers. In this paper we adopt the method through which all the important health
parameters are monitored and information can be transmitted using Zigbee to the health inspector.

Keywords: Continuous  health  monitoring, Factories, Hazardous regions,  Health parameters, Medicine,
                Zigbee.

1.  INTRODUCTION

     There are various health problems which are faced
by the factory workers. Some of them are listed below.

1.1 Respiratory Problems Faced By Workers:

     Coal combustion contributes to smog through  the
release  of oxides of nitrogen, which react with volatile
organic compounds in the presence of sunlight to produce
ground-level ozone, the primary ingredient in smog. Air
pollution triggers attacks of asthma, which now affects
more than 9% of all U.S. children, who are particularly
susceptible to the development of pollution-related
asthma attacks. There are now tens of thousands of
hospital visits and asthma attacks each year. Coal
pollutants also play a  role in the development  of
chronic obstructive pulmonary disease (COPD), a lung
disease characterized by permanent narrowing of
airways.

1.2 Cardiovascular Effects

     Air pollution is known to negatively impact
cardiovascular health. The mechanisms have not been
definitively identified, but studies in both animals and
humans suggest they are the same as those for
respiratory disease: pulmonary inflammation and
oxidative stress. Pollutants produced by coal combustion
can lead to cardiovascular disease, such as artery
blockages leading to heart attacks, and tissue death and
heart damage due to oxygen deprivation.

2. MEASURABLE AND NON-MEASURABLE
    HEALTH PARAMETERS

     There are various parameters in our body which can
cause illness to the human beings. We are not able to
monitor all the parameters. Some of the parameters that
can be measured and non measured are given in the
following Figure 2.

Fig.1 Coalmine workers mainly affected
by respiratory problem
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3.  DESCRIPTION OF THE PAPER

     The field of safety precaution for factory workers
involves continuous health monitoring of the workers.
Our project mainly  focuses on the protection of the
workers at emergency situation. This is mainly needed
for the thermal, nuclear power plants where the health
of factory workers is very essential in order to prevent
any mishap, here the parameters like heart rate, body
temperature and stress level of workers are  measured.
Another  important application is in the mines where
the oxygen level may vary often so the O2 sensor is
used to measure the O2 level. These types of sensors
are available in the market, from this the information
are collected and can be displayed in the LCD. By using
this method the health of the workers can be monitored
continuously from the distant location and required steps
can be taken at emergency.

4. BLOCK DIAGRAM

      In our project, we have three different blocks. The
blocks are power supply, transmitting block and receiving
block.

4.1 Transmitter Section:

Fig.2 Measurable and Non Measurable Parameters and their Symptoms

Fig.3 Block diagram of transmitter section

5. HARDWARE DESCRIPTION

     In the hardware  implementation  of our project,
we have five modules as represented in the block
diagram.

i. Power supply module
ii. Sensor module
iii. Microcontroller module
iv. Interface module
v. Output module

5.1 Sensor Module

     In sensor module, sensors are used to sense the
various health parameters. In our project we use sensors
to monitor heart rate, temperature, and stress and oxygen
level. Various sensors used are listed below.

i. Heart rate sensor
ii. Stress sensor
iii. Temperature sensor
iv. Oxygen level sensor

5.1.1 Heart Beat Sensor (Ir Base Heart Rate Sensor)

     The heart beat sensor provides a simple way to study

Fig.4  Block diagram of receiver section
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the heart’s function. The Heart rate varies between
individuals. This sensor monitors the flow of blood through
finger. As the heart forces blood through the blood
vessels in the finger, the amount of blood in the finger
changes with time. The sensor shines a light lobe (small
High Bright LED) through the ear and measures the light
that id transmitted to LDR. The signal is amplified,
inverted and filtered, in the circuit. By graphing the signal,
the heart rate can be determined, and some details of
the pumping action of heart can be seen on the graph
Figure 6. Figure 6 shows that the blood flowing through
the finger raises at the heartbeat. This is caused by the
contraction of the ventricles forcing blood into the
arteries. Soon after the first peak of a second, smaller
peak is observed. This is caused by the shutting of the
heart valve, at the end of the active phase, which raises
the pressure in the arteries and earlobe.

Fig.6 A Sample Measurement with the
heartbeat sensor

Fig.5 Heart beat sensor taken & allied circuit

5.1.2 Temperature Sensor (Thermistor)

     Circuits with thermistors can have reasonable output
voltages not the mill volt outputs thermocouples have.
Because of these qualities, thermistors are widely used
for simple temperature measurements. They’re not used
for high temperatures, but in the temperature ranges
where they work they are widely used.

5.1.3 Oxygen Sensor (Mq-5)

     An oxygen sensor (or lambda sensor) is an electronic
device that measures the n proportion of oxygen (O

2
) in

the gas or liquid being analyzed. Divers also use a similar
device to measure the partial pressure of oxygen in
their breathing gas. Scientists use oxygen sensors to
measure respiration or production of oxygen and use a
different approach. Oxygen sensors are used in oxygen
analyzers which find a lot of use in medical applications
such as anesthesia monitors, respirators and oxygen
concentrators.

5.1.4 Stress Sensor

     The problem of job stress is generally recognized as
one of the major factors leading to a spectrum of health
problems. People with certain professions, like intensive
care specialists or call-center operators, and people in
certain phases of their lives, like working parents with
young children, area increased risk of gett ing
overstressed. Stress management should start far before
the stress start causing illness.

     The current state of sensor technology allows
developing systems measuring physical symptoms
reûecting the stress level. Using this sensor we can detect
the problem of stress identiûcation.

Fig.8 Stress sensor

6.  CIRCUIT DIAGRAM

     In our paper we have three sections. The various
sections are described and corresponding circuit
diagrams are also shown.

6.1 Transmitter Circuit

     In the transmission circuit, the four health
parameters   such as heart rate,oxygen level,stress
microcontroller is programmed then the outputs are taken
out from the digital outputs of microcontroller. The output
pins are connected to the LCD display  where the digital
values of heart  rate, oxygen  level,stress level and
temperature are displayed in it respectively then these
output signals are transmitted through zigbee.
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Fig.9 Transmitter circuit

6.2 Receiver Circuit

     In the receiver circuit, the information is collected
from the zigbee and they are given to the personal

computer through serial communication interface RS-
232.

7. HARDWARE IMPLEMENTATION AND
     RESULT

     The following figure shows the hardware that is
implemented.

Fig.10 Receiver circuit

Fig.11 Overall arrangement kit

Fig. 12 PC monitor display
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8. CONCLUSION

     Thus by our paper we have continuously monitored
the health parameters of factory workers and the
information is transmitted to the health inspector through
the zigbee by which we can prevent mal operation in
factory and we also provide necessary safety measures
to the workers. This method uses zigbee technology so
information can be transmitted to long distance and
simultaneously information will be updated spontaneously.
It will be very useful for mine workers and other risk ful
jobs. Hence, by implementing this work it must be highly
useful for the society.
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Abstract

     The potential for solar energy as a sustainable source of energy is well understood. With the ever increasing
use of solar power the necessity of a model is accentuated. The aim of this work is to present the modeling and
simulation of photovoltaic model and maximum power point tracking algorithm (MPPT)updating these control
algorithms, which would lead to an immediate increase in PV power using MATLAB/Simulink.

Keywords: Modeling, Photovoltaic module, Simulink model

1. INTRODUTION

Photovoltaic energy is a source of interesting
energy. It is renewable, inexhaustible and non polluting,
and that it is more and more intensively used as energy
sources in various applications. Photovoltaic systems
have been the worldwide fast growing energy source
because of the increase in energy demand and the fact
that fossil energy sources are finite, and that they are
expensive Furthermore, the impacts that the energy
technology has on the environment which make the
photovoltaic become a mature technology used in [1].
The increase in a number of Photovoltaic system
installed all over the world brought the need for proper
supervision and control algorithms as well as modeling
and simulation tool for researcher and practitioners
involved in its application is very necessary.

    The modeling and simulation of photovoltaic (PV)
have made a great transition and form an important part
of power generation in this present age. The modeling
of PV module generally involves the approximation of
the non-linear I-V curve. Many researchers used circuit
based approach to characterize the PV module of which
the simplest model is the current source in parallel to a
diode[2]. In a PV system, peak power point changes
continuously due to environmental variations, sometime
substantial drop in power especially during partial shading
conditions. Several computational methods are proposed
by several researchers [3] Simple circuit-based
photovoltaic model has proposed in [4]. Although some
of these methods are impractical, complicated and require
high computational effort, and some of these modeling
was limited to simulation of photovoltaic module
characteristics. Thus, because of the numerous
challenges, an accurate and comprehensive design of

PV system using the detailed circuit model in MATLAB
Simulink model was proposed.

     The circuit model of the PV module system is
shown.,the mathematical equations of the PV module
(cells) and the Simulink model for these equations of the
PV module is presented.  The numerical results for
different temperature and irradiance conditions is
presented. Detailed of the circuit model of the PV cell is
discussed in the next section.

2. CIRCUIT MODELS OF THE PV

     Photovoltaic cell models have long been a source for
the description of photovoltaic cell behaviors for
researchers and professionals. The most common model
used to predict energy production in photovoltaic cell
modeling is the single diode circuit model [5] is shown in
fig 1. The ideal photovoltaic module consists of a single
diode connected in parallel with a light generated current
source ISC shown in Figure-1. The equation for the output
current is given by:

        I=ISC-Id          (1)
  Id-IScref <exp(qVoc|kAT>-1          (2)

Fig.1 Solar cell model using single diode
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     The light current depends on both irradiance and
temperature. It is measured at some reference
conditions. Thus,

SC=
 [()SC REF +ki  (Tk- Tref )]*/1000                         (3)

     Where I
SC

 is the photocurrent in (A) which is the
light-generated current at the nominal condition (25oC
and 1000W/m2), Ki is the short-circuit current/
temperature coefficient I

scref
 at (0.0017A/K), T

K
and T

ref

are the actual and reference temperature in K, is the
irradiance on the device surface, and 1000W/m2 is the
nominal irradiation. Equation (2) does not adequately
represent the behavior of the cell when subjected to
environmental variations, especially at low voltage [6] A
more practical model is shown in Figure-2 where R

S
and

R
P
 represents series and parallel resistance, respectively.

Fig.2 Solar cell model using single diode with R
S
and R

P

     In this propose model, a current source which
depends on solar radiation and cell temperature; a diode
in which the inverse saturation current depends mainly
on the operating temperature; a series resistance and a
shunt resistance which takes into account the resistive
losses.

sc
-

D
-V

D/
R

p
–I

pv
=0                              (4)

Thus,
             I

pv=
I

sc
-I

D
-V

D/
R

F
                          (5)

And the reverse saturation I
PS

 current is given as:
rs=scref

[ exp( qV
oc   /

NskAT)-1]                         (6)

     The module saturation current varies with the cell
temperature which is given by

  I
0=

I
rs

[(T/T
ref

)^3 e^qcg/Ak*(1/Tref- 1/T)]         (7)

Where I
0
 is the diode  saturation current (A). The basic

equation that describes the current output of the
photovoltaic (PV) module I

PV
 of the single-diode model

is as given in equation (8).
   Ipv=NpI

sc
–NsI

0

{exp(qVpv + Ipv Rs) | NsAkT)-1} - Vpv +            (8)

     The equation that describes the I-V characteristic
Where  k is the Boltzmann constant (1.38 x 10-23 JK-
1), q is the electronic charge (1.602 x 10-19 C), T is the
cell temperature (K); A is the diode ideality factor, the
series RS resistance () and RP is the shunt resistance
(). Is the number of cells connected in series = 36. Np
is the number of cells connected in parallel = 1, The
nonlinear and implicit equation given by Equation (4)
depend on the incident solar irradiance, the cell
temperature, and on their reference values [6]. These
reference values are generally provided by
manufacturers of PV modules for specified operating
condition. for which the irradiance is 1000 W/m2 and
the equation that describes the I-V characteristic of the
circuit  cell temperature is 25oC. Real operating conditions
are always different from the standard conditions, and
mismatch effects can also affect the real values of these
parameters.

     The use of the simplified circuit model for this work
makes it suitable for power electronics designers to have
an easy and effective model for the simulation of
photovoltaic devices with power converters. The value
of the Rp parallel resistance is generally high and hence
neglected to simplify the model A procedure based on
Simulink model to determine the values to these
parameters is proposed. The evaluation of these model
parameters at real condition of irradiance and temperature
of the target PV modules are then determined according
to their initial values.

3. SIMULINK MODELING FOR PV MODULE

     PV Module is taken as the reference module for
simulation and the data are given. A block diagram of
the stage by stage model based upon the equations of
PV model is represented in Simulink environment as given
in Figures 3 to 9. These models are developed in
moderate complexity to include the temperature
dependence of the photo current source, the saturation
current through the diode, and a series resistance is
considered based upon the shackle diode equation as in
(1)-(8). where the maximum power is 60w and maximum
voltage 17v.
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Fig.3 This model calculates the short circuit current at
given operating temperature

Fig.4 Calculates the reverse saturation current through
the diode using equation 6.

Stage B

Stage A

Fig.5 Reverse saturation current, module reference

Stage C

Stage E

Fig.6 Operating temperature in Kelvin and calculates
 the product NsAkT.

Fig.7 This model executes the function given by equation 8

Stage F

Fig.8  All the six model interconnected together.
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Stage G

Fig.9 Final model which takes irradiation, operating
temperature

4. MAXIMUM POWER POINT TRACKING

     The efficiency of a solar cell is very low. In order to
increase the efficiency, methods are to be undertaken to
match the source and load properly. One such method is
the Maximum Power Point Tracking (MPPT). This is a
technique used to obtain the maximum possible power
from a varying source. In photovoltaic systems the I-V
curve is non-linear, thereby making it difficult to be used
to power a certain load. This is done by utilizing a boost
converter whose duty cycle is varied by using a mppt
algorithm.  A boost converter is used on the load side
and a solar panel is used to power this converter.

4.1 Perturb and Observe Method

     This method is the most common. In this method very
less number of sensors are utilized. The operating voltage
is sampled and the algorithm changes the operating
voltage in the required direction and samples dP/dV. If
dP/dV is positive, then the algorithm increases the voltage
value towards the MPP until dp/dV is negative. This
iteration is continued until the algorithm finally reaches
the MPP. This algorithm is not suitable when the variation
in the solar irradiation is high. The voltage never actually
reaches an exact value but perturbs around the maximum
power point (MPP).

5. BOOST CONVERTER

     Boost converter steps up the input voltage magnitude
to a required output voltage magnitude without the use
of a transformer. The main components of a boost
converter are an inductor, a diode and a high frequency
switch. These in a co-ordinated  manner supply power
to the load at a voltage greater than the input voltage

magnitude. The control strategy lies in the manipulation
of the duty cycle of the switch which causes the voltage
change.

6. SIMULATION RESULTS

     The model of the PV module was implemented using
a Matlab Simulink model. The model parameters are
evaluated during execution using the equations listed as
in the previous section. The PV module chosen for this
simulation is  which provides 60W nominal maximum
power and has 36 series connected cells. The parameter
specification of the module is as stages as indicated above
starting from stage A to the final model. The subsystem
contains all the mathematical equations of every stage
model block Figure-11 shows the  output characteristics
of PV module with varying irradiance at the constant
temperatures. It is depicted that the PV output current
varies drastically with insulation conditions and there is
an optimum operating point such that the PV system
delivers its maximum possible power to the load. The
optimum operating points changes with the  solar
insulation, temperature and load conditions.

Fig.10 PV with boost converter and MPPT

             Fig.11 Output voltage of PV
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             Fig.12 Output current of PV

             Fig.13 Output power of PV

Fig.14 Output  voltage and current from boost converter

7. CONCLUSION

     An accurate PV module electrical model is presented
and demonstrated in Matlab Simulink. It can be seen
that the PV current Isc is a function of the solar irradiation
and is the only energy conversion process in which light
energy is converted to electrical energy.  The physical
equations governing the PV module is elaborately
presented with numerical values of module saturation
current at various temperatures.The frequency of
operation was 10 KHz which was set by using a repeating
sequence generator. This generator was utilized for
generating the pulse signal that was compared with the
signal generated from the MPPT unit to give out the
gating signal to the switch.  When MPPT is used there
is no need to input the duty cycle, the algorithm iterates
and decides the duty cycle by itself. But if MPPT had

not been used, then the user would have had to input the
duty cycle to the system. When there is change in the
solar irradiation the maximum power point changes and
thus the required duty cycle for the operation of the model
also changes. But if constant duty cycle is used then
maximum power point cannot be tracked and thus the
system is less efficient.
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Abstract

     This paper deals with a fully integrated boost dc-dc converter that provides two different output’s with a
100vinput using only one inductor is presented. This converter works under PI control mode to have better
efficiency, uses fewer power switches/external compensation components to reduce cost, and is thus suitable
for portable application. it is consider monolithic device with both output voltages generated by the same
integrated power converter. Besides the proposal of  the suitable power converter, this paper present its
control strategy and modulation approach. Selected simulated results are presented as well as.

Keywords: Boost converter, DC-DC Converter, Single inductor.

I. INTRODUCTION

     Today’s modern battery-operated portable products
demands for advanced power management integration
in  portable application .To minimize  power  consumption,
multiple supply voltages and dynamic voltage scaling
schemes are  widely adopted [2]. Recently, several
single-inductor   multiple-output (SIMO) DC-DC
converters [3-10] have been proposed as  the  most
promising solution to  minimize component (inductor and
power switch) counts/footprints and production cost.
However, there exists many design challenges for the
SIMO converters, such as cross-regulation, efficiency,
system stability, and flexibility, for achieving better step-
up conversion.

     In many  applications, there are  need  for a  single-
inductor dual- output DC-DC converter with  one  output
voltage set to be  higher (boost) than the  supply  voltage.
In traditional SIDO Fig.1 (c) topology  which has  three
power  switches, and it uses power-distributive control
from [6] and  applies  them to voltage control. Thus,
there needs only one output  compensation  loop, which
reduce the amount of external compensated  components
used, such as [6]. Moreover, this paper also extends the
availability of Fig.1(c) topology to  implement  Boost
converter  according  to  different  demands.

     In this paper, operation and control of the proposed
SIDO converter and the effect of cross regulation are
discussed in Section II. Section III presents circuit design
and implementation issues. Post-layout simulation and
results are shown in Section IV. The conclusions are
given in Section IV.

Fig.1Conventional buck type single input dual output
dc-dc converter

2. PROPOSED TOPOLOGIES

Fig.2 Architecture of boost converter

     The single-inductor multi-output DC-DC converters
[12-16] were developed to effectively reduce the amount
of electronic components for providing multiple output
voltages, as shown in Figure 1 [3]. In order to further
save the switch Sa or Sb from the single-inductor multi-
output DC-DC converter showed in Figure 1, the prior
work in [6] presented a novel boost-type single-inductor
dual-output DC-DC converter, as shown in Figure 2.
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Fig.3 Single-Inductor multi-output switching converter

Fig.4 Boost type Single-Inductor Dual-output
dc-dc converter

3. BOOST-TYPE SINGLE-INDUCTOR DUAL-
    OUTPUT DC-DC CONVERTER
3.1 Operational Principles

The operation of the boost-type single-inductor dual
output DC-DC converter can be divided into three
operating stages at steady state, as shown in Figure 3.
At Stage 1, the switches S1 and S2 are turned on
simultaneously at time t0. The inductor L is charged by
the input DC source and the inductor current increases,
as shown in Figure 4(a). At Stage 2, the switch S1 is
turned OFF at time t1 but switch S2 is still kept ON until
t2. Meanwhile, the inductor discharges to the low-voltage
side with output capacitor C2 and load resistor R2 through
diode Dp2, such that the inductor current decreases, as
shown in Figure 4(b). At Stage 3, the switch S2 is turned
OFF at time t2 but switch S1 is still kept OFF until t3.
Meantime, the inductor discharges to the high-voltage
side with output capacitor C1 and load resistor R1 through
diode Dp1, which makes the inductor current decrease
more rapidly, as shown in Figure 4(c).

(a)Stage1 (t
0
~t

1
)

(b) stage(t
1
~t

2
)

 (c)stage(t
2
~t

3
)

Fig.5 Operational principle of single-input dual-
output dc-dc boost converter

3.2 Derivation of Voltage Ratios

     At Stage 1, the incremental inductor current, as shown
in Figure 5, can be obtained from Equation (1).

(1)

     Where  D1 is the duty cycle of the switch S1, and
T is the switching period.

     During Stage 2, to fulfill the requirement of the volt
second balance at steady state, the decrease I2 in
inductor current can be calculated by Equation(2).

(3)

where D2 is the duty cycle of the switch S2.

 Similarly, during Stage 3, the decrease 3 I in inductor
current can be obtained, as shown in Equation (3).

(2)

     At steady state, the increase in the inductor current
1 is equal to the summation of the decreases I2+ I3),
in the inductor  current. Therefore, the voltage ratio
relationship in between Vg, VO1 and VO2 can be
obtained, as shown in Equation (4).
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Fig. 6 Key waveforms of single-inductor dual-output
dc-dc boost converter

3.3 Derivation of Minimum Inductance in CCM

     In order to ensure the operation of CCM condition,
the inductance must be greater than a minimum value,
as shown in Figure 3, which can be derived by utilizing
the principles of energy conservation, as shown in
Equation (5).

(5)

where Pin is the input power, and PO is the output power.
Based on Equation (4) and the minimum level of inductor
current IL,min in Figure 3, the minimal inductance Lmin
can be obtained, as shown in Equation (6).

3.4 Derivation of Output-Voltage Ripples

      Since the capacitors C1 and C2 are connected to
the two output terminals of the boost-type single-inductor
dual output DC-DC converter, the output voltage ripples
³%VO1 and ³%VO2 of the output capacitors C1 and
C2 can be calculated by utilizing the amp-second balance
principle, as shown in Equations (7) and (8), respectively.

4. SIMULATION RESULT

     The simulation was used to verify the feedback loop
design for steady state and large dynamic signal
pertubation. Figure 5 shows the simulation results of
boost converter with PI controller, converting universal
AC input voltage at A100V to a load at 250V DC and
1.6 kW. Figure7 illustrates:  No Filtering technique.
Middle: The boost inductor current with PI control
applied, and Bottom: Series capacitor current in the
coupled inductor filter.

     The proposed output is steady state and dynamic
response improved. The steady state response in output
constant voltage maintain in system.

Fig.7 Simulation circuit diagram of single input dual-
output dc-dc boost converter

 (a)  DC input voltage

(8)

(7)
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(b) Gate pulses for switches

Fig. 8 DC input voltage (a) gate pulses for switches
(b) inductor current L

1
 and L

2
(c)

(c) Inductor current through L
1
 and L

2

Fig.9 Simulation result of  Dc output voltage 1 and voltage2

5. CONCLUSION

     This paper has presented the single inductor dual-
output DC-DC converters. The boost-type single-
inductor dual-output DC-DC converter has been
introduced and analyzed, including the output voltage
ripples, the voltage ratios and the minimum inductance
in CCM by using amp-second balance principle and volt
second balance principle . Further  more, the boost-type
single-inductor multi-output DC-DC converter can be
extended from the boost-type single-inductor dual-output
DC-DC converter. Additionally, the experimental results

show the waveforms of the output voltages, inductor
current and duty cycles for the boost-type single-inductor
dual-output DC-DC converter. Finally, the experimental
results are in good accordance with the operation the
boost-type single inductor dual-output DC-DC converter
at steady state.
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Abstract

In this paper, a permanent magnet brushless DC motor (PMBLDCM) is working in air- conditioning
systems and functioned at rated torque and variable speed to accomplish energy management. A single-phase
single-switch power factor correction (PFC) based single ended primary inductor converter (SEPIC) is used
to standardize DC bus voltage of voltage source inverter (VSI) to feed PMBLDCM. The investigation, scheme
and performance evaluation of the suggested PFC converter is carried out for a 1.2 kW, 1200 rpm, 164V
PMBLDCM used in air-conditioning system. The suggested PFC converter  is demonstrated and its
performance is simulated in MATLAB/SIMULINK atmosphere. An extensive calculation of its performance is
carried out to establish better power factor in wide range of speed of the drive and AC input voltage.

Keywords: PFC converter, SEPIC,  PMBLDC motor, air conditioning, power quality (PQ)

1. INTRODUCTION

Air-conditioners (Air-Cons) create a considerable
amount of load in ac distribution system [1]. However,
most of the present air-conditioners are not energy
effective and thereby, provide a scope for energy
conservation. Air-Cons in local area are usually driven
by a single-phase induction motor running at constant
rated  torque with on-off  control [1]. A  permanent
magnet brushless DC motor (PMBLDCM) is a good
drive for air conditioners due to its great effectiveness,
noiseless process, compressed dimension, high
consistency, simplicity of control and low maintenance
requirements. A PMBLDCM is a kind of three-phase
synchronous motor having permanent magnets on the
rotor [2-7]. Generally these PMBLDCMs in small Air-
Cons are driven from single phase AC mains over a
diode bridge rectifier  (DBR) using smoothening DC
capacitor and a three-phase voltage source inverter
(VSI) [3-4, 6-7]. Because of precise charging of DC
link capacitor, the AC mains current waveform is a
pulsated waveform containing a peak value higher than
the amplitude of the fundamental input current as
shown in Fig. 1. The power factor (PF) is 0.741 and
crest factor (CF) of AC mains current is 2.2 with 67%
efficiency of the drive. Therefore, many power quality
(PQ) problems arise  at input AC mains comprising
poor power factor, improved total harmonic distortion
(THD) and high crest factor (CF) of AC mains current
etc. These power quality problems as lectured in IEC
61000-3-2 [8] especially in low power applications
become severe for the utility when many such drives

are working instantaneously at  adjacent areas.
Therefore, PMBLDCM drives having in-built power
factor correction (PFC) become the favored choice for
the Air-Cons. The PFC converter draws sinusoidal
current from AC mains in phase with its voltage. In this
PFC converter a DC-DC converter topology is
commonly used among some existing topologies [9-16]
e.g. boost, buck-boost, Cuk, SEPIC,  zeta converters
with variations of capacitive/inductive energy transfer.
It results in an better performance, such as reduction of
AC mains current harmonics, acoustic noise,
electromagnetic interference (EMI) and number of
components; improved efficiency, wide input voltage
range utilization etc. Some attempts [11,13,16] have
been  made to introduce PFC feature in PMBLDCM
drives using uni-polar excitation [13] and bipolar
excitation [11,16] of PMBLDCMs.

Fig. 1 Supply current and harmonic spectrum (at 220VAC) of
a DBR fed PMBLDCM drive at rated load

     For automotive air-conditioning a low voltage
PMBLDCM drive   has been described [15] with
compact size of the complete system. However, a
PMBLDCM is best well-matched for air conditioning
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system due to simple mechanism and its high average
torque. When single ended primary inductor converter
(SEPIC) used as a power factor correction converter,
which give the advantages such as uninterrupted input
current, reduced ripple current.

     Therefore, a SEPIC converter is proposed for PFC
in a PMBLDCM drive used to drive air-conditioners.
This paper, deals with complete design and exhaustive
performance valuation of the SEPIC converter  as a
PFC converter, for PMBLDCM driven air conditioner
system.

2. OPERATION AND CONTROL OF SEPIC
    CONVERTER FED PMBLDCM

     Figure 2 shows the suggested SEPIC based PFC
converter fed PMBLDCM drive for the speed control
as well as power factor correction (PFC) in wide range
of input AC voltage. A proportional-integral (PI)
controller [4] is used for the speed control of the
PMBLDCM driving constant  torque compressor of air
conditioner. The speed signal transformed from the
rotor position of PMBLDCM (sensed using Hall Effect
sensors) is matched with the reference speed. The
resultant speed error is fed to a speed controller to give
the torque which is converted to current signal. This
signal is reproduced with a quadrilateral unit pattern in
phase with top flat portion of motor s back EMF to get
reference currents of the motor. These reference motor
currents are equated with sensed motor currents to give
current error. These current errors are amplified and
compared with trilateral carrier wave to generate the
PWM pulses for VSI switches.

     The SEPIC based PFC converter has a conventional
diode bridge rectifier( DBR) fed from single-phase AC
mains followed by the SEPIC DC-DC converter, an
output ripple filter and a three-phase voltage source
inverter(VSI)  to feed the PMBLDC motor. The DC-
DC converter offers a precise DC voltage from
uncontrolled DC output of DBR, with PFC  action

Fig. 2 Block diagram of PFC based SEPIC Converter fed
PMBLDCM Drive

through  high frequency switching. The duty ratio (D)
of the DC-DC converter is controlled by the DC
voltages at its input and output. The switching frequency
(fs) is decided by the switching device used, power
range and switching losses of the device. In this work,
insulated gate bipolar transistors (IGBTs) are used as
the switching devices in the PFC switch as well as in
VSI bridge, because IGBTs can work in wide switching
frequency range  to make optimal balance between
magnetic, size of filter components and switching losses.
The PFC controller has outer voltage control loop and
inner current control loop. An average current control
arrangement with current multiplier methodology is used
in this topology and a continuous conduction mode
(CCM) operation of SEPIC is considered for
PMBLDCM drive. The voltage control loop starts with
sensing of DC link voltage which is compared with the
reference DC link voltage. The error DC voltage is
passed through a voltage PI controller to give the
modulating current signal. This signal is multiplied with a
unit pattern of input AC voltage and the resultant signal
is related with DC current detected after the DBR to
give current error. This current error is enlarged and
improved signal is then compared with saw-tooth carrier
wave to generate the PWM switching pulses for the
DC-DC converter switch.

3. DESIGN OF SEPIC PFC CONVERTER FOR
    PMBLDCM

     Figure 3 shows the simulink diagram of suggested
SEPIC converter for PMBLDCM drive. The SEPIC
converter attains high power density and fast transient
reaction when functioned at high switching frequency
[16]. It is intended for constant current in the
intermediate inductor (Lo) as it operates on the principle
of an inductive energy transfer [17]. The boost inductor
(Li), and capacitors (C1, Co) are designed permitting to
extreme permissible current and voltage ripple during
transient situations of the PMBLDCM drive.

Fig. 3 Simulink diagram of PFC based SEPIC converter

IJEST  Vol.8  No.1&2  January - December  201439

PFC Sepic Converter Based Control of PMBLDC Motor Drive



PMBLDCM with boost PFC converter [11] and PMSM
with enhanced power quality converter [12] have been
described for domestic Air-Cons. The design equations
governing the duty ratio and other component values
are as follows.
Output voltage Vdc=D Vin /(1-D) (1)
Boost inductor Li= D Vin/ {fs (ΔILi)} (2)
Intermediate capacitor C1=D/{(Rfs) (Δ VC1/ Co)} (3)
Output filter inductor Lo= (1-D)Vdc/{fs(ΔILo) (4)
Output filter capacitor Co=Iav/(2ωΔVdc) (5)
The PFC converter is designed for a constant DC link
voltage Vdc = 400V at Vin = 198V for Vs = 220V. Other
design data are fs = 40kHz, Iav = 5A, R= 80Ω, ΔILi=
0.75A, ΔILo= 0.75 A (15% of Iav), ΔVdc= 5V
(1.25% of Vdc), ΔVC1=15V (3.75% of Vdc). The
design parameters calculated are Li=4.5mH, C1=5μF,
Lo=4.5mH,Co=1600μF.

4. MODELING OF PROPOSED PFC
    CONVERTER BASED PMBLDCM DRIVE

     The modeling of proposed PFC converter fed
PMBLDCM drive involves  modeling of   a PFC
converter and PMBLDCM drive. The PFC converter
consists of a DBR and a SEPIC converter with output
ripple filter. Various components of PMBLDCM drive
are a speed controller, a reference current generator, a
PWM current controller, VSI and a PMBLDC motor.
All these components of a PMBLDCM drive are
demonstrated by mathematical equations and the
complete  drive is characterized by mixture of these
models.

4.1 PFC Converter

     The modeling of a PFC converter involves the
modeling of a voltage controller, a  reference current
generator and  a PWM controller  as given below.

4.1.1. Voltage Controller

     The voltage controller is back-bone of PFC
converter, it affects the performance of complete drive.
A PI controller is used to control the DC link voltage. If
at kth instant of time, V*dc(k) is reference DC link
voltage, Vdc(k) is sensed DC link voltage  then the
voltage error Ve(k) is calculated as,
   Ve(k) =V*dc(k)-Vdc(k)       (6)

     The voltage (PI) controller gives desired control
signal after processing this voltage error. The output of
the controller Ic(k) at kth instant is given as,

Ic (k) = Ic (k-1) + Kpv{Ve(k)–Ve(k-1)}+KivVe(k) (7)
Where Kpv and Kiv are the proportional and integral
gains of the voltage controller.

4.1.2 Reference Current Generator

     The reference inductor current of the SEPIC
converter is denoted by idc* and given as,
   Idc* = Ic (k) uvs (8)
Where uvs is the unit template of the voltage at input
AC mains, calculated as,
uvs = vd/Vsm; vd = |vs|; vs= Vsm sin t        (9)
where  is frequency in rad/sec at input AC mains.

4.1.3. PWM Controller

     The reference inductor current of the SEPIC
converter (Idc*)is compared with its sensed current (Idc)
to generate the current error idc=(Idc* - Idc). This
current error is amplified by gain kdc and compared
with fixed frequency (fs) saw tooth carrier waveform
md(t) to get the switching signals for the IGBT of the
PFC converter as,
If kdcidc> md (t) then S = 1 (10)
If kdcidc<= md (t) then S = 0 (11)
where S is the switching function representing ‘on’
position of IGBT of PFC converter with S=1 and its
‘off’ position with S=0.

4.2 PMBLDCM Drive

The modeling of a speed controller is quite important
as the performance of the drive depends on this
controller. If at kth instant of time, *r(k) is reference
speed, r(k) is rotor speed then the speed error e(k)
can be calculated as
e(k)=*r(k)-r(k) (12)
This speed error is processed through a speed
controller to get desired control signal.

4.2.1. Speed Controller

    The speed controller used in this work is a PI
controller due  to its simplicity. Its output  at  kth
instant is given as
T(k) = T(k-1) + Kp{e(k) – e(k-1)} + Ki e(k) (13)
where Kp and Ki are the proportional and integral
gains of the speed PI controller.
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4.2.2. Reference Winding Currents

     The amplitude of stator winding current is calculated
as   I* = T(k) / (2Kb)                                                  (14)
where, Kb is the back emf constant of the PMBLDCM.
The reference three-phase currents of the motor
windings are denoted by ia*, ib*, ic* for phases a, b, c
respectively and given as

where  is rotor position angle in electrical radian/sec.

     These  reference currents are  compared with
sensed phase currents to generate the current errors
i

a
=(i

a
* - i

a
), i

b
=(i

b
*- i

b
), i

c
=( i

c
*- i

c
) for three phases

of the motor. These current errors i
a
, i

b
, i

c
are

amplified by gain k1 before feeding through the PWM
current controller.

4.2.3. PWM Current Controller

     The PWM current controller compares these
amplified current errors of each phase with carrier
waveform m(t) of a fixed frequency and generates the
switching sequence for the voltage source inverter based
on the logic given for phase “a” as,
If k1 i

a
> m (t) then S

a
= 1 (21)

If k1 i
a
 <= m (t) then S

a
= 0                                  (22)

The switching sequences S
b

and S
c

are generated using
similar logic for other two phases of the VSI feeding
PMBLDC motor.

4.2.4. Voltage Source Inverter

Figure 4 shows an equivalent circuit of a VSI fed
PMBLDCM. The output of VSI to be fed to phase ‘a’
of the PMBLDC motor is given as,
vao = (Vdc/2) for Sa1 = 1, Sa2 = 0                               (23)
vao  = (-Vdc/2) for Sa1 = 0, Sa2 = 1                               (24)
vao  = 0 for Ia* = 0                                                      (25)
van=vao - vno                                                         (26)

     Using similar logic vbo, vco, vbn, vcn are generated for
other two phases of the voltage source inveter feeding
PMBLDC  motor,  where  vao,  vbo,  vco,   and v

no
are

voltages  of three-phases and neutral with respect to
virtual(fundamental) mid-point of the capacitor shown
as ‘o’  in Figure 3. The voltages van, v

bn
, v

cn
are voltages

of three phases with respect to neutral and V
dc

is the
DC link voltage. The equations (Table 1)  represent
the dynamic model of the PMBLDC motor. Various
symbols used in these equations are the reference
currents of the PMBLDCM for phases a, b, c are i

a*
,

i
b*

, i
c*, current error of phase “a” is Δia, error gain k1 and

carrier waveform for the PWM current controller m(t).

Fig. 4 Equivalent circuit of VSI fed PMBLDC Motor drive

4.2.5. PMBLDC Motor

     The PMBLDCM is modeled in the form of a set of
differential equations given in Table 1.Voltages of the
three-phases and neutral point (n) with respect to virtual
mid-point of the DC link voltage ‘o’, v

ao
, v

bo
, v

co
, and

v
no

, voltages of three phases with respect to neutral
point (n) v

an
, v

bn
, v

cn
and the DC link voltage V

dc
 as

shown in Figure 2.
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5.1 PMBLDCM Drive

     The PMBLDCM of 1.2 kW, 164V, 5 A rating, with
1200 rpm rated speed and 9.61 Nm rated torque is used
to drive such load. The performance of the drive is
simulated for constant rated torque (9.61 Nm) at rated
speed. The DC link voltage is kept constant at 400 V
with an input AC rms voltage of 220V. The controller
gains are tuned to get the desired PQ parameters and
the values of controller gains are given in Appendix.
The performance evaluation is made on the basis of
various PQ parameters i.e. total harmonic distortion of
current (THDi) at input AC mains, displacement power
factor (DPF), power factor (PF), crest factor (CF), rms
value of input AC current (Is) and efficiency (çdrive) of
the drive.

Fig. 5 Simulink diagram of the sepic converter based

5.1.1. Performance During Starting

     The starting of the drive is smooth with rated torque
(9.61 Nm) and power factor correction is achieved
during the starting of the drive. The motor is started
from 220 Vrms AC input at rated torque with reference
speed set at rated speed i.e. 125.7 rad/s (1200 rpm).
The motor speed reaches the reference speed within 0.1
second and resumes the rated value of stator current
and  motor  torque within a  cycle of AC  mains
frequency.

     For 300V supply voltage, 8A input ac main current,
1400 rpm is achieved with rated torque (5 Nm) which
is shown in figure 6. The current THD at input AC mains
in steady state conditions always remains within the
standards of IEC 61000-3-2  [8] and the power factor
remains near unity. Moreover, an improved performance
of the drive is observed in rms of reduced ripples in
torque, current and speed during steady state conditions.

Fig.6 Simulated waveforms of PMBLDC Motor for the
supply voltage 300V /5 Nm torque

Fig.7 Supply current and harmonic spectra (300V) of a
SEPIC converter fed  PMBLDCM drive at rated

torque (5 Nm)
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5. PERFORMANCE EVALUATION

     The proposed PMBLDCM drive is modeled in
Matlab- Simulink environment and its performance is
evaluated for a compressor load of an Air-Con. A
constant torque load equal to rated torque mimics the
compressor load of air conditioner, while running at
variable speed as per requirement of air-conditioning
system.

R is resistance of motor/phase, L is self-inductance/
phase, M is mutual inductance of motor winding/phase
and x represents any of the phases a, b or c, p is a
differential operator (d/dt), i

a
, i

b
, i

c
are line currents, e

an
,

e
bn

, e
cn

are phase to neutral back emfs,  is rotor position
and =p is speed of PMBLDCM in rad/sec, P is number
of poles, TL is load torque in Nm, J is moment of inertia
in kg-m2 and B is friction coefficient in Nms/Rad.



     The maximum allowable torque and the stator
current during transient condition are  limited  to
double the rated value.The variation of PQ parameters

Table 2 PQ Parameters at Variable Speed  and Rated Torque at 220V Input at 400 V DC Link Voltage

and drive efficiency with load (variable speed at rated
torque) is shown in Table 2.

     The current THD at AC mains remains less than 5%
with near unity power factor in the wide range of speed
control of PMBLDCM drive.

Fig. 8 Simulated waveforms of PMBLDC Motor for the
supply voltage 150V /1 Nm torque

     These results show reduced THD of AC mains
current (less than 5%) and near unity PF in wide range
of input AC voltage. The efficiency of the drive remains
more than 91% in the complete voltage range. The
transient and steady state performances, current
waveforms and its harmonic spectra and PQ
parameter(power factor, Total harmonic distortion, crest
factor) variation with speed and input voltage are shown
to provide an exhaustive evaluation of the proposed drive
system.

Fig. 9 Supply current and harmonic spectra (150V) of a
SEPIC converter fed PMBLDCM drive  at

rated torque (1 Nm)

6.CONCLUSION

     A PFC based SEPIC converter for a PMBLDCM
drive has been planned for a compressor load of an air
conditioner. The PFC converter has ensured sensible
high power factor secure to unity in wide range of the
speed as well as input AC voltage. Moreover,
performance parameters show an improved power
quality with less torque ripple, smooth speed control of
the PMBLDCM drive.  The  THD of AC mains
current is observed well below 5% in most of the cases
and satisfies the international standards[8].The
performance of the drive is very good in the wide range
of input AC voltage with desired power quality
parameters. This converter has been found suitable for
the speed control at constant torque load of air-
conditioning systems.
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APPENDIX

Rated Power: 1.2 kW, Rated Voltage: 164 V, Rated
Speed: 1200 rpm, Rated Current: 5.0 A, Rated torque:
9.61 Nm, No of poles: 6, Resistance R: 1.91 /ph.,
Inductance (L+M): 9.55 mH/ph., Torque constant KT :
0.332 Nm/A, Inertia J= 0.00776 Kg-m2. The Circuit
Parameters used for simulations: Source impedance:
0.03 pu, Switching frequency of PFC switch = 40 kHz.
The gains of voltage and speed PI controllers:
Kpv=0.485, Kiv=6.85, Kp=0.11, Ki=1.2.
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Abstract

     Fluid catalytic cracking unit (FCCU) is an important processing unit in an oil refinery. Fluid catalytic
cracking is a process used to convert heavy petroleum products to light products such as gasoline, light fuel
oil, and petroleum gas. In the fluid catalytic cracking reactor heavy gas oil is cracked into more valuable
lighter hydrocarbon products. The reactor input (the gas oil feed to the reactor) is a mixture of hydrocarbons
that makes the reaction kinetics very complicated due to the involved reactions. The process is highly nonlinear
and multi variable with severe interactions. For the simulated dynamic model of FCCU plugged with yield
model, sensitivity studies has been carried out to study the effects of independent variables such as feed
preheat temperature, feed flow rate and air flow rate in maximizing gasoline yield. With the optimized model,
the closed loop studies have been carried out for reactor and regenerator temperature control of FCCU with
minimum overshoot as the performance criteria.

Keywords: FCCU, Sensitivity analysis, Gasoline yield, Reactor and Regenerator temperature control, Minimum
                 overshoot - performance criteria.

1.INTRODUCTION

     Fluidized Catalytic Cracking Unit (FCCU) of gasoil
is one of the most important processes in the petroleum
refineries. FCCU receives multiple feeds consisting of
high boiling point components from several other refinery
process units and cracks these streams into lighter and
more valuable components. After further processing, the
FCCU product streams are blended from other refinery
units to produce a number of products, e.g. distillate and
various grades of gasoline. Economic operation of
FCCUs (a large refinery may have more than one) plays
an important role in the overall economic performance
of the refinery. Gasoline yield is an important product
from FCCU process since it has a very high market
value. Gasoline yield in FCCU depends on various
parameters like reactor temperature, regenerator
temperature, air flow into regenerator, catalyst circulation
rates, etc. Therefore, sensitivity analysis is needed to
determine the variable which has strong influence on
gasoline yield.

2. MODELING OF FCC UNIT

     The model captures the major dynamic effects that
occur in a real FCCU plant. It is multivariable, strongly
interacting and highly non-linear. The non-linear model
was developed for the following sub models and
integrated.

i Feed, Preheat system
ii Reactor
iii Wet gas compressor
iv Regenerator
v Air blowers
vi Catalyst circulation line
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     The simulated model captures the major dynamic
effects that occur in a real FCCU plant. The complete
FCCU model was simulated in MATLAB Simulink and
validated [1].

     Many complex reactions occur during the FCC process
and the product consists of a mixture of many compounds.
The description of complex mixtures by lumping large number
of chemical compounds into smaller groups of pseudo-
components has been widely used by researchers to provide
number of kinetic equations. The simulated 4-lump model
plugged with FCCU model is similar to the 3-lump model of
Weekman, the main difference being that coke is
independently considered as a lump. Other lumps are feed,
gasoline and gas.

     It is assumed that the gas oil is cracked into the most
desired gasoline, and the by-products of gas and coke.
Since the FCC reactor is operating at high temperature,
the secondary cracking reaction occurs for gasoline to
form coke and gas. There is no inter-reaction between
coke and gas [2].

3.  SENSITIVITY ANALYSIS IN FCCU

     For the simulated model, the sensitivity studies have
been carried out i.e., the effects of the following
independent variables on gasoline yield have been
analyzed [3].
i Temperature of the fresh feed entering the furnace
ii Flow of the fresh feed into reactor riser
iii Stack gas valve position which has influence on the

air flow into regenerator

     To carry out this sensitivity studies, these independent
variables were operated between -30% and +30% of
their nominal values. The nominal values of temperature
of fresh entering the furnace is 461oF, flow of fresh feed
entering the reactor riser is 126 lb/s and the stack gas
valve position is 0.64.

     The values of those variables at which the maximum
yield has been obtained were fixed as the optimum values.
For the optimized model, the closed loop studies have
been carried out with PI controller at the regulatory level.
Feed preheat temperature plays an important role in
controlling the temperature in the riser reactor and hence
the cracking reactions. Keeping feed flow into reactor
riser (126 lb/s) constant, when the temperature of the
fresh feed entering the furnace increases, then the
gasoline yield gets decreased.

     Keeping the temperature of fresh feed entering the
furnace (461oF) constant, when the flow of fresh feed
to reactor riser increases, then gasoline yield gets
increased because increase in flow rate will lead to more
amount of feed taking part in the reaction inside the
reactor riser unit.

     Keeping the feed flow rate (126 lb/s) and feed
temperature (461oF) constant, increase in stack gas valve
position will lead to a decrease in pressure inside the
regenerator which demands more amount of air flow
into regenerator. Increase in air flow rate into regenerator
will cause an increase in the regenerated catalyst flow
rate due to which the reactor temperature gets increased.
When the reactor temperature crosses its optimum
temperature it will lead to decrease in the gasoline yield.

     It has been observed from the sensitivity analysis that
optimum yield is obtained at the temperature of fresh
feed entering the furnace = 401.2oF, the flow of fresh
feed to reactor riser = 100.3 lb/s and the valve position
at 0.448 (air flow into regenerator = 2.1236 moles/s).

     Table 1 shows the operating ranges of the
independent variables used for the study of the sensitivity
effect on the gasoline yield and their impact on it.

     The figures 4 and 5 show the responses of the yield
and their variations before sensitivity analysis and after
sensitivity analysis.

Fig. 2 Reaction scheme of 4 lump yield model
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Fig. 3 Optimum yield based on the sensitivity analysis

Table 1 Effect of Independent Variables on the Gasoline Yield

Fig. 4 Yield response before sensitivity analysis
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Fig. 5 Yield response after sensitivity analysis

The table 2 lists the response of the gasoline and coke yield before and after sensitivity studies.

Table 2 Yield of Gasoline and Coke after Sensitivity
Analysis

It has been observed from the table 2 that there is
considerable increase in gasoline yield and decrease in
the coke formation after fixing the values of independent
variables for maximizing gasoline in the simulated model.

4. CONTROL OF REACTOR AND
    REGENERATOR TEMPERATURE
4.1 Multiloop Control

     Each manipulated variable depends on only a single
controlled variable i.e., a set of conventional feedback
controllers. In most of the chemical industries, the
processes are basically MIMO systems. The controlled
variables have been selected to provide, through control,
a safe and economic operation. The reactor temperature
and regenerator temperature are selected as a controlled
variable. The manipulated variables are flow of
regenerated catalyst and flow rate of air.

     The control structure selection was done based on
Relative Gain Array (RGA) analysis.

Fig. 6 Control structure based on RGA analysis

     The input and output relationship are given as
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     The above transfer functions were found out by using
the process reaction curve method.

     The steady (gain) model is expressed as
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     Thus, the relative gain array for a 2 × 2 system can
be expressed as given below
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     Pair the controlled and manipulated variables so that
corresponding relative gains are positive and as close to
one as possible. From this RGA matrix, we can con-
clude that pairing of manipulated variables with control
variables (i.e., flow rate of regenerated catalyst is used
to control reactor temperature and flow rate of air is
used to control regenerator temperature) is best.

The figure 7 shows the schematic of the closed loop
system with the PI controller.

     The reactor temperature must be maintained at a
certain level to provide a desired maximum conversion
of feed oil. The regenerator temperature must be
maintained at a certain level in order to allow a stable
coke from the catalyst. Permanent catalyst deactivation
is produced by exceeding the high temperature limit. The
proportional- integral (PI) controller is used at regulatory
level. The specified reactor temperature is maintained
by using a PI controller to adjust the flow of regenerated
catalyst. Also the specified regenerator temperature is
maintained by using a PI controller to adjust the air flow
into regenerator.

4.2 PI Tuning Rules

     Before performing closed loop studies on any
dynamic model, the best performance criteria for the
specific control variable need to be studied. As per the
conversation with experts working in CPCL, minimum
overshoot was chosen as the performance criteria for
the reactor and regenerator temperature control of FCC
unit.

Fig. 7 Schematic diagram of closed loop system
 with PI controller

     With minimum overshoot as the performance criteria,
the following tuning rules have been used to tune the PI
controller. (Ref: A.O’Dwyer - PI and PID controller
tuning rules for time delay processes).

Table 3 PI Tuning Rules and The Parameters

Where  Kc = Proportional gain
τI  = Integral time constant
λ  = Adjustable parameter
Ku= Ultimate gain of the sustained oscillations
Tu = Ultimate time period of the sustained

oscillations.

     The control signal from the tuned PI controller has
been applied to the whole simulated FCCU model and
not to the transfer function that has been obtained through
process reaction curve method. The transfer function
was used only to establish the input-output relationship
between the controlled variable and the manipulated
variable.

4.3 Control of Reactor Temperature (Tr)

     The reactor temperature must be maintained at a
certain level to provide a desired maximum conversion
of feed oil. The PI tuning parameters for the reactor
temperature control process for different PI tuning rules
is listed in the following table.

Table 4 PI Tuning Parameters for Reactor
Temperature Control

The reactor temperature was operated for three
different set points (9900F, 9930F and 9950F) and their
responses for the different PI tuning rules have been
shown below.

IJEST  Vol.8  No.1&2  January - December  201449

Effect of Independent Variables on the Maximization of Gasoline Yield and Closed Loop Studies in Catalytic Cracking Unit



Fig. 8 Control of reactor temperature for different PI tuning rules (9900F set point)

Fig. 9 Control of reactor temperature for different PI tuning rules  (9930F set point)

Fig. 10 Control of reactor temperature for different PI tuning rules (9950F set point)
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From figure 8, 9 and 10, it can be inferred that the
same tuning parameters as given in table 4 can be applied
to any operating point. Also it shows that the direct
synthesis method is having minimum overshoot but having

a sluggish response. So it is better to choose the Atkinson
and Davey PI tuning rule for the controller as it gives
the next best response with minimum overshoot and
quicker settling time.

Fig. 11 Reactor temperature control for different operating points using Atkinson and Davey PI tuning rule

 After the steady state was reached, disturbance has
been given to the effective coke factor (p

f
) from 1 to 1.5

at 7000s and from 1 to 0.5 at 12000s and the controller
performance was studied.

Fig. 12 Control of reactor temperature with disturbance in effective coke factor

4.4 Control of Regenerator Temperature (Tr)

The PI tuning parameters for the regenerator
temperature control process for different PI tuning rules
is listed in the following table 5.

Table 5 PI Tuning Parameters for Regenerator
Temperature Control

     The regenerator temperature was operated for three
different set points (1265oF, 1275oF and 1285oF) and their
responses for the different PI tuning rules have been
shown below.
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Fig. 13 Control of regenerator temperature for different PI tuning rules  (12650F set point)

Fig. 14 Control of regenerator temperature for different PI tuning rules (12750F set point)

Fig. 15 Control of regenerator temperature for different PI tuning rules (12850F set point)
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     From figure 13, 14 and 15, it can be inferred that the
same tuning parameters as given in table 5 can be applied
to any operating point. Also it shows that the direct
synthesis method is having minimum overshoot but having

a sluggish response. So it is better to choose the Atkinson
and Davey PI tuning rule for the controller as it gives
the next best response with minimum overshoot and
quicker settling time.

Fig. 16 Regenerator temperature control for different operating points using Atkinson and Davey PI tuning rule

     After the steady state was reached, disturbance has been given to the effective coke factor (p
f
) from 1 to 1.5 at

7000s and from 1 to 0.5 at 12000s and the controller performance was studied.

Fig. 17 Control of regenerator temperature with disturbance in effective coke factor

4.5 Yield Response Under Closed Loop Condition

     The table 4 describes the variation of gasoline yield and coke yield for different PI control tuning methods when
the reactor temperature is controlled at 9930F and regenerator temperature is controlled at 12750F.
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Table 5 Variation of Gasoline Yield with Different PI Tuning Rules

5. CONCLUSION

     The “process” is represented by a simulated dynamic
model of a model IV FCC unit which is combined with a
steady-state yield model for the FCC reactor. The
dynamic model will calculate the time-varying states of
the FCC unit at any point in time while the yield model
uses the reactor conditions to calculate the conversion
and the distribution of products.

      The sensitivity analysis of certain independent
variables was performed results show that the gasoline
yield can be increased by decreasing the temperature of
the fresh feed entering the furnace and air flow into
regenerator (by minimizing the valve opening) when the
flow of fresh feed to reactor riser is increased.

From the closed loop performance study it is
concluded that Atkinson and Davey PI tuning rule proves
to be the best PI tuning rule when performance criteria
of minimum overshoot was considered.

REFERENCES

[1] M.Mythily, D.Manamalli and P.Manikandan,
“Dynamic Modeling, Simulation and Multivariable
Control Strategy Applied to Catalytic Cracking
Unit”, IEEE International Cconference on Process
Automation, Control and Computing (IEEE -
PACC), 2011.

[2] S.Prabha, M.Mythily and D.Manamalli,
“Investigation on the Closed Loop Response of
Dynamic Catalytic Cracking Unit for Improvisation
of Petroleum Gasoline”, Journal of Emerging
Technology in Mechanical Science and Engineering,
ISSN No : 0976 – 2558, 2012, pp.125-133.

[3] Prabha K.Dasila, Indranil Choudhury, Deoki Saraf,
Sawaran Chopra and Ajay Dalai, “Parametric
Sensitivity Studies in a Commercial FCC Unit”,
Advances in Chemical Engineering and Science,
2011, pp.136-149.

[4] H. Kurihara, “Optimal Control of Fluid Catalytic
Cracking Processes”, PhD Thesis, (MIT,
Cambridge, USA), 1967.

[5] L.S. Lee, Y.W. Chen, T.N. Haung and W.Y. Pan,
“Four Lump Kinetic Model for Fluid Catalytic
Cracking Process”, Can J Chem Eng, 67, 1989,
pp. 615-619.

[6] R.C. McFarlane, R.C. Reinemen, J.F. Bartee
and C. Georgaki, “Dynamic Simulator for a model
IV Fluid Catalytic Cracking Unit”, Computers and
Chemical Engineering, Vol.17, No.3, 1993, pp. 275-
300.

[7] Ramasubramanian Sundaralingam, “Optimization of
a model IV Fluidized Catalytic Cracking Unit”,
Chemical Engineering, 2001.

[8] Rama S. Iyer, Rein Luus and Stephen S. Woo,
“Optimization of a model IV Fluidized Catalytic
Cracking Unit”, The Canadian Journal of Chemical
Engineering, Vol 79, 2001, pp. 542-547.

[9] V.M. Weekman and D.M. Nace, “Kinetic and
Dynamics of Catalytic Cracking Selectivity in Fixed
Bed Reactor”, American Institute of Chemical
Journal, Vol.16, 1970, pp. 397-404.

[10] A.O’Dwyer, “PI and PID Controller Tuning Rules
for Time Delay Processes”, School of Control
Systems and Electrical Engineering, Dublin Institute
of Technology, Ireland, 2000.

IJEST  Vol.8  No.1&2  January - December  2014 54

R.Raja Nandhini, M. Mythily and Dr. D.Manamalli



Optimum Design of Mechanically Stabilized Earth Walls Using Genetic Algorithm

Narayana Sabhahit1, Asha U Rao2,Sathvika T Shetty3 andRadhika Bhandary4

1Professor, 2Associate Professor, 3Post Graduate Student and 4Assistant Professor
Department of Civil Engineering, Manipal Institute of Technology, Manipal, India

E-mail: sabha4@rediffmail.com, asha.prabhu@manipal.edu,
sathvika.shetty18@gmail.com,radhika.st@manipal.edu

Abstract

     This paper couples a complete mechanically stabilized earth wall design routine with a highly efficient
optimization model for optimum design of mechanically stabilized earth walls. An optimal total length of the
reinforced earth wall has been found using Genetic Algorithm (GA) choosing the vertical spacing and horizontal
spacing of reinforcements as a feasible design vector. The design algorithm benefits from limit equilibrium
technique to calculate the external and internal stability of the wall considering common safety factors. The
safety factors are treated as constraint to the problem and a computer program is developed in FORTRAN 95
for the design of reinforced earth. GA is used as a search technique to optimize the total length of the
reinforcement. Parametric study is made on GA parameters and their effects on results are obtained.

Keywords: Genetic algorithm, Optimum design, Reinforced earth wall

1. INTRODUCTION

     Reinforced earth is a construction material composed
of soil fill strengthened by the inclusion of rods, bars,
fibers or nets which interact with the soil by means of
frictional resistance. The concept of strengthening soil
with rods or fibers is not new. Throughout the ages
attempts have been made to improve the quality of adobe
brick by adding straw. The present practice is to use
thin metal strips, geotextiles and geogrids as reinforcing
materials for the construction of reinforced earth retaining
walls. The metal strips extend from the panel back into
the soil to serve the dual role of anchoring the facing
units and being restrained through the frictional stresses
mobilized between the strips and the backfill soil. The
backfill soil creates the lateral pressure and interacts with
the strips to resist it. The walls are relatively flexible
compared to massive gravity structures. These flexible
walls offer many advantages including significant lower
cost per square meter of exposed surface. There are
many types of facing units of the reinforced earth walls.
The soil behind the wall facing is said to be mechanically
stabilized earth (MSE) and the wall system is generally
called MSE wall. The three components of MSE wall
are the facing unit, the backfill and the reinforcing
material. The backfill, is limited to cohesion less, free
draining material (such as sand), and thus the key
properties are the density and the angle of internal friction.
The reinforcements may be strips or rods of metal or
sheets of geotextile, wire grids or geogrids. The one

considered for current study is facing panels with metal
strip reinforcement.

     The design of reinforced soil retaining walls is based
on coherent gravity method. The walls are designed for
both external and internal stability criteria. There are
several possible failure modes considered in the design
of reinforced soil retaining walls to satisfy both external
and internal stability. The reinforcement length is
governed by the external stability conditions and the
vertical spacing of reinforcements is governed by the
internal stability conditions. Further the wall is designed
to satisfy minimum safety factors for all failure modes
under static as well as dynamic loading. The major design
considerations for a reinforced soil structure are the
stability assessment of the potential external failure
modes of the wall.

     Basudhar et al. (2007) have studied optimum cost
design of geosynthetic reinforced earth retaining walls
subjected to static and dynamic loading. They have used
Sequential Unconstrained Minimization Technique
(SUMT) for multidimensional and unidirectional
minimization to arrive at the minimum cost of the
reinforced earth wall and found that saving of the order
of 7–8% can be made over the conventional design of
mechanically stabilized earth (MSE) walls designed with
the aid of design charts [1]. Basha and Babu (2009)
have presented a method to evaluate the internal stability
of reinforced soil structures against tension and pullout
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modes of failure using pseudo-static method for
earthquake conditions. The developed method provided
a closed form solution for the active earth pressure acting
on the reinforced soil structures using rotational log-spiral
failure mechanism under earthquake loading ensuring
safety against tension and pullout modes of failure [2].
Anderson et al. (2012) have discussed the correct ways
to design MSE walls, to apply traffic surcharge, to select
design parameters and backfill, to assess service life, to
address special design conditions such as bridge
abutments, traffic barriers and earthquakes, and to select
the wall design method itself. They summarize on the
reliable methods of MSE design that have been proven
in the field for more than forty years [3]. McCombie
and Wilkinson (2002) applied a simple genetic algorithm
(SGA) to find the minimum factor of safety in slope
stability analysis. The simple genetic algorithm can be
applied successfully to the search for the critical circle
in slope stability analysis [4]. Elsayed et al. (2014) have
shown that efficiency of GA could be improved by
adopting a new crossover operator with a diversity
operator. The proposed algorithm was analyzed by solving
constrained optimization problems and several real world
test problems. The algorithm showed a superior
performance in comparison with other algorithms [5].
Ghiassian and Aladini(2009) have coupled a complete
MSE wall design with a highly efficient optimization
model for optimum design of mechanically stabilized
earth walls. The coupled MSE wall simulation module
and the GA optimization algorithm locate the
reinforcements at appropriate locations with optimum
spacing in vertical and horizontal directions. It is assumed
that the critical slip surface is bilinear and passes through
the toe of the wall [6].The focus of the present study is
to find the best vertical and horizontal spacing of
reinforcements to obtain the minimum reinforcement
length for failure mode considered in the design. The
search technique that has been used for the above
purpose in this study is Genetic Algorithm and then the
effect of GA parameters on result has been studied.

2. FORMULATION OF THE PROBLEM

     The problem of determining the minimum
reinforcement length using the vertical spacing and
horizontal spacing of reinforcements as variable
parameter has been formulated as a constrained
minimization problem. It is formulated as a mathematical
programming problem and a computer program is
developed in FORTRAN 95. Genetic Algorithm, a non-

traditional optimization technique is used to obtain the
optimum solutions.
2.1 Analysis of Reinforced Earth
2.1.1. External Stability Analysis

     Two potential external failure mechanisms are
considered in analysis of MSE walls. The present study:
a)  Sliding on the base
b)  Overturning which limits the location of the resultant
     of all forces

The Factor of Safety for sliding is usually calculated
as the ratio of the shear resistance along the base of the
MSE wall to the active thrust due to lateral earth pressure.
The Factor of Safety for overturning is calculated as the
ratio of the resisting moment to driving moment. MSE
wall profile with surcharge load is shown in Figure 1.

     The coefficient of active earth pressure, Ka, is
computed using the Rankine theory

     Having determined all parameters, the Factor of
Safety against sliding and overturning are calculated as

(3)

(4)

Fig. 1 Reinforced Earth-Wall profile with surcharge load

2.1.2.   Internal Stability Analysis

     For a vertical wall the earth pressure reduces to the
Rankine equation,

(1)

Total active earth pressure is computed as
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Length of the reinforcement
 .             (5)

Where, .                                   (6a)

     for walls with inextensible reinforcement from the
base up to H/2
And .                                           (6b)

for the upper half of a wall with inextensible
reinforcements

 Effective length of reinforcement outside the failure
zone

(7)

Where, b=width of the strip
             t=thickness of the reinforcement
And = soil-reinforcement interface friction angle
Maximum tension T

max
 in each reinforcement layer is

now determined based on the vertical spacing S
v
and

horizontal spacing S
H

as
.                                     (8)

     Factor of safety against pullout failure is given as [2]
the available resisting force (Pri) on the embedded
reinforcement length (L

e
) of layer should be more than

the maximum load in the soil reinforcement,

(9)

Where  , and
 is the effective vertical stress acting on the

embedded reinforcement length.

3. OBJECTIVE FUNCTION AND DECISION
    VARIABLE

     The objective of the study is to find the best vertical
and horizontal spacing of the reinforcements that
corresponds to minimum total reinforcement length.
Hence, the total length of the reinforcements will be the
objective function and the vertical and horizontal spacing
of the reinforcements represents the design variables.
i.e.       f (x)  = f (S

v
, S

h
)

3.1 Constraints

     In order to ascertain the vertical spacing of the
reinforcements, some constraints need to be placed. In
the present study, checks for external stability, internal

stability and allowable tension are applied which can be
expressed in the following form.

Check for sliding - FS
SL

> 1.5
            Check for overturning - FS

OT
> 2.0

            Check for pullout - FS
PO

>1.5
            Allowable tension- T

a
 = fy*t*b

--------- > T
max

                                                    F
s

     Where f
y
 is the yield stress of steel and F

s
is the factor

of safety for steel.

3.2   Variable Bounds

     As the design variables are continuous, the decoding
scheme to be used for such variables is to fix the variable
bounds, i.e., value between given lower and upper bounds
are assigned for continuous variables. The vertical
spacing may range from 20 to 150 cm (8 to 60 in.) and
horizontal spacing may be on the order of 80 to 150 cm
(30 to 60 in.). In the present study, the bound considered
for vertical spacing varies from 30 to 150 cm and the
bound for horizontal spacing varies from 80 to 150 cm.
GA randomly selects different vertical and horizontal
spacing and gives the best spacing to be taken for
minimum reinforcement length to be obtained.

3.3 Penalized Objective Function

     Originally, GA was developed for solving
unconstrained optimization problems. However, most of
the practical problems are constrained one. Hence, one
must transform the constrained problem into an
unconstrained one by using a suitable penalty function.
In this study, penalty function suggested by Rajeev and
Krishnamoorthy (1992) is used. i.e.

f(x)=F(1+KC)

     Where parameter ‘K’ has to be judiciously selected
depending on the required influence of a violated
individual; for the problems considered in this study, the
value of  K = 100 is found to be most suitable. ‘C’ is the
constraint violation function and is computed in the
following manner,

Where, m = number of constraint equations.
In the above equation C

j
 is calculated in the following

manner.
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        If the constraint is violated, then C
j
 = 100

        If the constraint is not violated, then C
j
= 0

4. RESULTS AND DISCUSSION

     In the previous section, the problem of retaining wall
analysis has been formulated as an optimization problem.
The results obtained from the above formulation are
studied. The problem studied by Ghiassian and
Aladini(2009) is considered for the present study.

4.1. Literature Problem Details

The total design height of the wall = 7.8 meter
Width of the strip = 0.05 meter
Thickness of the strip = 0.004 meter

Table 1 Design Specific Cost (DSC) Obtained from
Simulation-Optimization Approach and Genetic Algorithm

Traffic surcharge = 9.4kN/m2

Effective angle of internal friction of the
reinforced soil = 34 degree.
Effective angle of internal friction of the backfill= 30
degree.
Unit weight of the backfill = 18.8 kN/m3

Effective angle of internal friction of the
foundation soil = 30 degree
Yield stress of the steel= 250MPa

     In this study, the total cost accounts for the
reinforcement and fill costs and is referred as Design
Specific Cost (DSC). Therefore this method attempts to
minimize the DSC and is compared with the result from
a literature [6].

4.2 Parametric Study

     In order to study the sensitivity of GA parameters on
the results, a parametric study has been carried out. These
parameters include population size, generation number,
crossover probability and mutation probability. While
studying the effect of these parameters on the results,
the random seed is kept constant as 0.123 (Deb, 1996).

     Figure2 shows the variation of total length of
reinforcement with the generation number for different
population size such as 8, 10 and 12. The crossover and
mutation probabilities are kept constant as 0.8 and 0.01
respectively. As generation number increases the length
decreases for all population size. At generation number
150, the total length obtained for population size 8, 10
and 12 are respectively 64.1, 63.1 and 62.9 meter
indicating a marginal influence of population size on the
convergence rate. The length obtained for population size
12 is minimum. However, further increase in population
size does not affect the value of minimum total length
significantly. Hence, a population size of 12 is used in
this study.

     In GA, crossover is a very important parameter which
transfers the character of the parents to the offspring
partly. Though 100% crossover is not necessary, it is

essential to use high crossover probability in order to
carry out the global search. Figure 2 shows the variation
of total length with the crossover probabilities varying
from 0.1 to 1.0.

     It can be observed from Figure 3 that the variation
between total length and crossover probability for
different population size has no definite trend. However,
it can be concluded that the crossover probability 0.7 for
population size 12 provides the minimum length. Hence,
crossover probability of value 0.7 is kept constant for
further studies.

     If GA is used with only selection and crossover
operators, then there will be a possibility of some design
space unsearched within the variable bounds. In order
to avoid this situation, a low probability of mutation is
used. Figure 4 shows the variation of total length of the
reinforcement for the values of mutation probability
varying from 0.01 to 0.1. It can be observed from graph
that there is no specific trend in the variation. However,
mutation probability of 0.0125 gives the lowest length
for population size 12.
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Fig. 2 Effect of generation number on length

Fig.3 Effect of crossover probability on total length

Fig. 4 Effect of mutation probability on total length

5. CONCLUSION

     Based on the limited study carried out, the following
preliminary conclusions are made.

• Best vertical spacing of 1.35m and horizontal spacing
of 0.8m is obtained to get minimum total length of
62.9m.

• Simulation-optimization approach gives DSC of
$331[6] and the same obtained from Genetic
Algorithm technique is $274. Thus, the present method
predicts 17% minimum cost value as compared to
the example problem from literature [6] which is
shown in table 1.

• In literature [6] the length of the reinforcement is
assumed to be constant throughout the height of the
wall. Whereas in the above study length of each
reinforcement is calculated using equations (5 to 7)
which is more economical.

• The accuracy of GA depends on its parameters, such
as, population size, generation number, crossover
probability and mutation probability. For the problem
considered in this paper, the GA parameters can be
selected as: population size 12, generation number
150, and crossover probability 0.7 and mutation
probability 0.0125.
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Abstract

     Grid Computing allow sharing of resources from heterogeneous and distributed locations. Grid Computing
has wide variety of application areas including science, medical and research areas. But there are also some
challenges which arise in the environment of grid computing. One of the main challenges is Resource or Job
scheduling in the grid. This paper presents such an algorithm which helps in scheduling computational resource
to the jobs in efficient way.

Keywords: Computational grid, Deadline, Grid computing, Job Scheduling, Scheduling Algorithm.

1. INTRODUCTION

      Grid computing has emerged as a distributed
methodology that coordinates the resources that are
spread in the heterogeneous distributed environment [1].
Grid is a type of parallel and distributed system that
enables the sharing, selection and aggregation of
resources distributed across multiple administrative
domains based on their availability, capability,
Performance, cost and user’s quality-of-service
requirements [2]. A Grid is loosely coupled,
geographically distributed and heterogeneous computers
in the grid donate printers, application software, disk
storage, CPU power etc. Grid uses a middleware layer
to communicate with  heterogeneous hardware and
datasets. Grid can be of many types like data grid,
computational grid utility grid, network grid.
Computational grid has processing power as main
computing resource that is shared among the nodes. Grid
computing helps in reducing computing cost, turnaround
time of each job and it also helps in increasing computing
resources and productivity. But there are also some
problems related to it like security, complexity and
resource scheduling. To realize the full potential of grid
computing, grid middleware needs to support various
services such as security, uniform access, resource
management, job scheduling, application composition,
economic computation, and accounting [3]. Job
Scheduling is choosing the most suitable resource for a
job to complete its execution either in terms of waiting
time, turnaround time or cost. Scheduler is used to manage
the jobs and resources. Scheduler performs two main
functions; First scheduler selects the appropriate
computational resource for the job and then assigns the
resource to the jobs.Job Scheduling is done in order to

make the efficient use of resources and for seamless
execution of jobs. The main objective of scheduling is to
reduce the completion time of an application by properly
allocating the jobs to the processors.

2. RELATED WORK

     K.Somasundaram, S.Radhakrishnan and
M.Gowathyanayagan stated highest response next
scheduling algorithm in order to correct some of the
weakness in both shortest job first and FCFS. HRN is a
non-preemptive algorithm where priority of job is function
of job’s service time and also amount of time job has
been waiting for service. Somasundaram, S.
Radhakrishnan [6] proposed a Swift Scheduler and
compared it with First Come First Serve (FCFS),Shortest
Job First (SJF) and with Simple Fair Task Order (SFTO)
based on processing time analysis, cost  analysis and
resource utilization. Daphne Lopez, S. V. Kasmir raja
[7] has described and compared Fair Scheduling
algorithm with First Come First Serve (FCFS) and Round
Robin (RR) schemes. Sunita Bansal, Bhavik Kothari and
Chittaranjan Hota [8] describe an approach to schedule
tasks efficiently in a grid environment, without having
prior information on workload of incoming tasks. An
enhancement to the existing round-robin heuristic by
prioritizing tasks eligible for replication is proposed.
Mayank Kumar Maheshwari and Abhay Bansal [9]
presented the design of new scheduling algorithm Priority
Scheduler. The proposed Priority Scheduler which
completes a task by using highly utilized low cost
resources with minimum computational time. Gaurav
Sharma and Preeti Bansal [10] enhanced the Min-Min
algorithm by classifying it according to the QOS
parameters.  QOS guided Min-Min scheduling algorithm
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outperform the traditional Min-Min heuristic on the same
set of task.

3. SCHEDULING MODEL

i. Users:  The user enters the jobs to be executed on
processor in computational grid.

ii. Resource Broker: Users typically do not interact
with Grid services directly. Resource Broker is used
to discover computing resources with the help of
Information System and provide the jobs suitable
resource for their computation. Resource broker is
used to find the appropriate resource for the jobs, to
do so it contacts the grid information server that keeps
the status of all the currently available resources in
the grid system.

iii. Grid Information Service: GIS maintains the
information of all resources that is needed by the
broker for scheduling the jobs in efficient way. Then
resource broker selects the best resource for the job
to be executed. After allocation of resource, updating
is performed. After successful completion of a job,
the information about the status of resource is again
updated. This procedure is repeated until all the jobs
are assigned to the resources.

Fig.1 Basic grid model [4]

4. PROPOSED WORK

We have implemented a job scheduling
algorithm; EDSRTF in C++. In implementation we
assume there are six processors and maximum of 10
jobs can be entered at a time. We have considered three
nodes Node 1, Node 2, Node 3 and each node consists
of 2 processors P1, P2, P3, P4, P5 and P6 respectively.

4.1 Earliest Deadline First With Shortest
      Remaining Time

     Earliest deadline first With Shortest Remaining Time
(EDSRTF) is a scheduling algorithm in which scheduling
is done according to the deadline of jobs and remaining
time. The job with the earliest deadline will get resource
first while the job with large value of deadline will have
to wait irrespective of their execution time.

     In EDSRTF scheduling algorithm first execution time
along with the deadline of the job is entered. Then
according to this scheduling algorithm, first six jobs are
directly assigned to the processor P1, P2, P3, P4, P5
and P6 respectively. For the next jobs; processors are
assigned according to the deadline of the jobs. If the
current job on the processor has large value of deadline
than the arriving job, then processor will stop executing
the job and will execute the new coming job as its value
of deadline is small. But if the current job has small
deadline value then processor will keep executing the
current job. Then in this case the next processor will be
checked for the job and this process will continue until
the job gets the processor for its execution. This process
is repeated for each job. In the case if no processor
satisfied this deadline condition then job will get the
processor with shortest remaining time.

Fig.2 Diagram for EDSRTF

ALGORITHM

STEP 1: Enter number of Jobs, their Execution Time
and their Deadline.
STEP 2: Assign first six jobs directly to processor P1,
P2, P3, P4, P5, P6 and set status of processors; SP1=0,
SP2=0, SP3=0, SP4=0, SP5=0, SP6=0.
STEP 3: Repeat following for each job from i=7; to
i<=11. (Here we have taken 10 jobs)
i. If((P1==0)&&(d[1]>d[i]))
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i. Assign it to P1 and P1 will first execute this job then
after its execution it will execute the previous   job
and calculate waiting and turnaround time of job and
set SP1==1, status of job i =1.

ii. Else If((P2==0) &&(d[2]>d[i])).Assign it to P2 and
P2 will first execute this   job then after its execution
it will execute the previous job and calculate waiting
and turnaround time of job and set SP2==1, status of
job i =1.

iii. Else If((P3==0) &&(d[3]>d[i])) Assign it to P3 and
P3 will first execute. This job then after its execution
it will Execute the previous job and calculate Waiting
turnaround time of job and set SP3==1, status of job
i =1.

iv. Else If((P4==0) &&(d[4]>d[i])) Assign it to P4 and
P4 will first execute this job then after its execution it
will execute the previous job and calculate waiting
and turnaround time of job and set SP4==1, status of
job i =1.

v. Else If((P5==0) &&(d[5]>d[i])) Assign it to P5 and
P5 will first execute this job then after its execution it
will execute the previous   job and calculate waiting
and turnaround time of job and set SP5==1, status of
job i =1.

vi. Else If((P6==0) &&(d[1]>d[i])) Assign it to P6 and
P6 will first execute this job then after its execution it
will execute the previous job and calculate waiting
and turnaround time of job and set SP6==1, status of
job i =1.

STEP 4: Now check status of every job and if job’s
status is still = 0, then compare remaining time of each
processor and assign the job to the processor with small
remaining time. Calculate waiting and turnaround time
of job.

Fig.3 Execution time and deadline of jobs according to
EDSRTF

Fig.4 Scheduling according to EDSRTF

5. COMPARISON with OTHER SCHEDULING
    ALGORITHMS

     Comparison of the proposed algorithm EDSRTF with
two other algorithms FCFS and LJF is also done in this
paper.

5.1 Longest Job First: In longest job first scheduling,
the job with large execution time is executed first in
comparison to job with shortest execution time. It means
a job whose execution time is small will have to wait
because of a job which has large execution time than
that job.

Fig.5 Execution time of jobs

Fig.6 Scheduling according to LJF
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5.2. First Come-First Serve: First-Come-First-Serve
is one of the simplest scheduling algorithms. Jobs get
the processors according their arrival. Job which will
enter first will get the processor first. It is a non
preemptive scheduling algorithm, once a process gets
processor, it runs to completion.

Fig.7 Execution time of jobs

Fig.8 Scheduling according to FCFS

Table 1 Waiting and Turnaround Time of Jobs using LJF, EDSRTF and FCFS

Fig.9 Waiting time ccomparison of 10 Jobs using EDSRTF,
LJF and FCFS

Fig.10 Turnaround time comparison of 10 Jobs using
EDSRTF, LJF and FCFS
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Average Waiting Time = i=1 Wi/n
Average Turnaround Time = i=1n Ti/n

Table 2 Average Waiting and Average Turnaround Time of
Jobs using LJF, FCFS and EDSRTF

Fig.11 Average waiting time comparison of different
scheduling algorithms

Fig.12 Average turnaround time comparison of different
scheduling algorithms

6. CONCLUSION AND FUTURE WORK

     Grid computing can solve more complex tasks in less
time and utilizes the resources efficiently. To make grid
work properly, best job scheduling strategies have to be
employed. Scheduling helps the jobs to get resources
properly. In this paper we have proposed a scheduling
algorithm EDSRTF and also done its comparison in terms
of waiting and turnaround time of jobs with two other
algorithms FCFS, LJF. Average waiting time and average
turnaround time of jobs is also calculated. Average waiting
time and average turnaround time of proposed algorithm

is less in comparison to other scheduling algorithms so
EDSRTF is best among them. We have considered here
number of jobs as fixed 10; in future this number can be
made dynamic.
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Abstract

Polyhydroxyalkanoates are a class of naturally occurring biodegradable polyesters, accumulated
intracellularly as carbon and energy reserve materials by a wide variety of prokaryotes including cyanobacteria
under unbalanced growth conditions. These polymers have attracted the commercial as well as academic
interest as raw materials for biodegradable plastics owing to their properties like high molecular weight,
biodegradability, biocompatibility, optical purity, hydrophobicityand piezoelectricity.Exploring
polyhydroxyalkanoates (PHAs) production with a filamentous diazotrophic cyanobacterium, Aulosira
fertilissima CCC 444 resulted into poly-в-hydroxybutyrate (PHB)accumulation up to 6.4% of dry cell weight
(dcw) under photoautotrophic growth condition on 14th day of incubation. A significant enhancement in PHB
pool was observed under phosphate deficiency on day 4 (10.6% dcw), whereas under nitrogen deficiency the
value reached upto 9.9% (dcw). The co-polymers of Poly(3-hydroxybutyrate-co-3-hydroxyvalerate)P(3HB-
co-3HV) could only be produced in presence of propionate/ valerate in the culture medium. Maximum P(3HB-
co-3HV) co-polymer accumulation reached up to 38.6% (dcw) with 89.4 mol% 3HB and 10.6 mol% 3HV units
under 0.4% propionate supplementation, followed by 36.4% (dcw) under 0.4%  valerate supplementation
with 74.4 mol% 3HB and 25.6 mol% 3HV units on day 14 of incubation. In N-deficient medium, the maximum
P(3HB-co-3HV) content was achieved to 72.3% (dcw) under 0.4% valerate-supplemented condition, a value
~2-fold higher than the control within 5 days of incubation. Maximum P(3HB-co-3HV) co-polymer accumulation
up to 45.3% (dcw)  was observed in P-deficient medium supplemented with 0.4% valerate. Chemoheterotrophy
with 0.4% (w/v) valerate umder P/N-deficiency enhanced the polymer accumulation up to 38-40% (w/w) dry
cells, the value almost 6-fold higher with respect to photoautotrophic condition. However, productivity of A.
fertilissimabiomass was found to be affected under N- and P-limitations. This necessitates a two-stage
cultivation practice, where at the first stage A. fertilissimacell must be grown under carbon-supplemented
condition to reach a high cell density; followed by a second stage, deficient condition as in this study, for
efficient polymer accumulation. Thus, Aulosira biomass could be explored further as a potent source of raw
material for bioplastic production.

Keywords: Aulosira fertilissima, Chemoheterotrophy, N- deficiency, P- deficiency, Poly-в-hydroxybutyrate,
Poly(3-hydroxybutyrate-co-3-hydroxyvalerate).

1. INTRODUCTION

     Problems associated with the conventional plastics
on global environment have generated interest in the
development of biodegradable plastic polymers. The
search for such biodegradable plastics has led to a
number of partially or completely biodegradable products
such as polylactides, polyglycolic acids, aliphatic
polyesters, polyhydroxyalkanoates, polysaccharides and
their blends. Amongst them, the microbially-originated
polyhydroxyalkanoates (PHAs) offer much potential for
significant contributions as ‘bioplastics’.

     Polyhydroxyalkanoates are synthesized and stored
in the cell cytoplasm as water insoluble inclusions. Poly-
b-hydroxybutyrate (PHB) is the best-characterized
member of PHA family, and is prevalent in prokaryotic
organisms [1]. PHB has various properties such as
natural origin, biodegradability, biocompatibility,
streospecificity, piezoelectricity, optical activity and
thermoplasticity, which makes it suitable for a variety of
applications in health industry. It has ideal biocompatibility
because the polymer as such and its derivatives are the
only products of cell metabolism and are present in blood
and tissues [2]. Its ability to degrade and resorb in the
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2. MATERIAL AND METHODS
2.1 Test Organism and Experimental Conditions

     Axenic cultures of Aulosira fertilissima were grown
in 150 ml Erlenmeyer flasks containing 50 ml of nitrate-
free BG-11 medium at pH 8.5 [10]. The medium was
buffered with Tris buffer (4 mM) to maintain the pH.
Cultures were incubated in an air-conditioned culture room
at 28 ± 2 0C and illuminated with 40 W fluorescent tubes
for a photoperiod of 14:10 h (light-dark) at light intensity
of 75 µmol photon m-2 s-1 PAR. The co-polymers of
P(3HB-co-3HV) could only be produced in presence of
precursor substrates sodium valerate and sodium
propionate in the culture medium, as reported in
Samantaray and Mallick [11].

2.2 Impact of Phosphorus and Nitrogen Deficiencies

     Deficiency of various nutrients was achieved by
replacing the medium constituent(s) with equimolar
concentration(s) of other nutrient(s). To study the impact
of phosphorus deficiency on PHB accumulation, A.
fertilissimawas grown in phosphate-deficient medium,
where K2HPO4 of the medium was substituted by
equimolar concentrations of KCl. For nitrogen deficiency,
the medium was substituted by equimolar concentrations
of ferric citrate and CoCl2

.6H2O, respectively in place
of ferrous ammonium citrate and Co(NO3)2

.6H2O.
Cultures pre-grown in BG-11 medium were obtained by
centrifugation, washed with BG-11 medium without the
specific nutrient for 2-3 times and transferred to the
deficient medium.

2.3 Impact of Chemoheterotrophy

     For chemoheterotrophic condition, the stationary
phase photoautotrophic cultures supplemented with
various carbon doses were incubated under complete
darkness. Polymer content and biomass concentration
was analyzed at fixed time intervals.

2.4 Analytical Procedures

     Extraction of the polymer was done following the
protocol of Yellore and Desia [12]. Polymer content were
determined following the propanolysis method of Riis and
Mai [13] using a gas chromatograph (Clarus 500; Perkin-
Elmer, Shelton, CT, USA). Growth was measured in
terms of cell dry weight; it was determined gravimetrically
following Rai et al. [14]. Total co-polymer content was
obtained by adding both the components obtained from

human body environment makes it a suitable candidate
as the matrix for bioactive and biodegradable composite
implants that will guide tissue growth and be replaced
eventually by newly formed tissue. Nowadays, PHB and
Poly(3-hydroxybutyrate-co-3-hydroxyvalerate)P(3HB-
co-3HV) has attracted much attention for a variety of
medical applications, which include controlled drug
release system, surgical sutures, fracture repair, bone
and cartilage remolding and as a pericardial substitute
[3].

     To date, accumulation of polymer has been reported
mainly in bacterial species. Commercial production of
polymer is being carried under fermentative condition.
However, the cost of fermentative polymer production,
due to high carbon requirement and oxygen demand, is a
major obstacle for presenting polymer as a commodity
material. Therefore,to reduce this limitation,
cyanobacteria can be considered as an alternative host
system due to their minimal nutrient requirements and
photoautotrophic nature.These organisms with a short
generation time need some simple inorganic nutrients for
their growth and multiplication. To date, about 50
cynobacterial species, belonging to more than 50 different
genera have been analysed for the presence of PHAs,
but the contents, in general, are found to be low and
amounted less than 10% of  dry cell weight (dcw) under
phototrophic growth condition [4]. A major break-through
in cyanobacterial polyhydroxyalkanoates research was
however, obtained by Miyake and his group with a
thermophilic cyanobacterium, Synechococcus MA19,
isolated from the surface of a wet volcanic rock in Japan
reported to accumulate PHB upto 55%  (dcw) under
phosphate-limited condition [5].Furthermore, Mallick and
her group demonstrated PHB accumulation upto 43%
and 35% (dcw), in Nostoc muscorum and
Synechocystis sp. PCC 6803, respectively under various
specific conditions [6, 7]. Mallick and her co-workers
[8] also observed the accumulation of P(3HB-co­­-3HV)
co-polymer up to 31% (dcw) in a N 2-fixing
cyanobacterium, Nostoc muscorum under propionate-
supplemented condition. Further study was conducted
by Bhati and Mallick [9], where in Nostoc muscorum,
accumulation of P(3HB-co­­-3HV) co-polymer up to
60% (dcw) under valerate-supplemented condition was
recorded. In this report, PHB and P(3HB-co­­-3HV)
co-polymer biosynthesis in the culture of Aulosira
fertilissima have been studied with an aim to establish
the actual potential of the organisms, and also how its
biosynthesis is regulated under limitation of phosphate
and nitrogen.
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gas chromatographic analysis. All experiments were
performed in triplicate to check the reproducibility.
Results were statistically analysed by Duncan’s new
multiple range test.

3. RESULT AND DISCUSSION
3.1 Impact of N-/P- deficiency on PHB biosynthesis

     The stationary phase Aulosira cultures when
transferred to P- and N-deficient medium, a significant
rise in PHB pool up to 10.6% (dcw) was observed under
phosphate deficiency on day 4, whereas under nitrogen
deficiency the value reached up to 9.8% (dcw) (Fig.
1B). Enhanced PHB accumulation under P-deficiency
in the test cyanobacterium affirms the earlier findings of
Sharma and Mallick [6] and Panda et al. [15], as PHB
biosynthesis is expected to increase under phosphate
starvation, when reducing power would be in excess,
because ATP production is known to decrease markedly
with the onset of phosphate limitation, while the reduction
of NADP through non-cyclic photosynthetic electron
flow is not inhibited [16]. Under nitrogen deficiency also
NADPH consumption was decreased due to limitation
of nitrogen source, which blocks the amino acid synthesis
pathways, especially the reaction from a-ketoglutarate
to glutamate, thus resulting into accumulation of excess
NADPH in the cells. This residual NADPH might be
responsible for the enhanced PHB accumulation in
nitrogen/phosphate-deficient cells [17]. In general,
nitrogen and phosphorous deficiency in the medium lead
to a decrease in biomass concentration. In control vessel,
the final concentration reached up to 496.7 mg l-1 on day
14, whereas under N- and P- deficient conditions the
final values were 122.8 mg l -1and 187.4 mg l -1

respectively on 14th day (Fig. 1A).

3.2 Impact of N-/P- Deficiency onP(3HB-co-3HV)
      co-polymer Accumulation

     The co-polymers of Poly(3-hydroxybutyrate-co-3-
hydroxyvalerate)P(3HB-co-3HV) could only be
produced in presence of propionate/ valerate in the culture
medium. Maximum P(3HB-co-3HV) co-polymer
accumulation reached up to 205.7 mg l -1(36.4%,
dcw)with 74.4 mol% 3HB and 25.6 mol% 3HV units
under 0.4% valerate supplementation, followed by 183.6
mg l -1(38.6%, dcw)under 0.4%  propionate
supplementation with 89.4 mol% 3HB and 10.6 mol%
3HV units on day 14 of incubation.The P(3HB-co-3HV)
co-polymer and 3HV content from valerate were higher
than those from propionate. This indicated that A.
fertilissima utilized valerate better than propionate to
synthesize 3HV monomers (data not shown). During the
biosynthesis of this copolymer, 3-hydroxyvaleryl-CoA
(3HV-CoA) is an intermediate to be converted into 3HV
monomer. This important intermediate is synthesized from
the condensation of propionyl-CoA to 3-ketovaleryl-CoA,
subsequently followed by reduction to 3HV-CoA [18].
It has been observed that a wider range of 3HV
monomer composition could be achieved when sodium
valerate was used instead of sodium propionate [19].
This is mainly because sodium propionate does not
generate 3HV units exclusively; it is also condensed to
acetyl-CoA, which is the intermediate substrate for 3HB
units [20]. Therefore, both 3HB and 3HV units are
generated when sodium propionate is used as a 3HV
precursor. Conversely, sodium valerate is metabolized
via β-oxidation pathway so that it could be directly
incorporated into the polymer chain without breakdown
of its carbon chain length [21].

     To investigate the effect of N-/P- deficiency on
P(3HB-co-3HV) accumulation, the cells were cultured
in media supplemented with varied concentration of
propionate and valerate in which phosphate and nitrogen
were eliminated (Table 1 and 2). In N-deficient medium,
the maximum P(3HB-co-3HV) content was achieved
to 72.3% (dcw), a value <“2-fold higher than the control
within 5 days of incubation under 0.4% valerate, followed
by 67.8% (dcw)  under 0.4% propionate-supplemented
condition (Table 1), which agrees well with earlier reports
of Koyama and Doi [22] and Son et al. [23]. Maximum
P(3HB-co-3HV) co-polymer accumulation up to 45.3
and 39.4% (dcw) was observed in P-deficient medium
supplemented with 0.4% valerate and 0.2% propionate,
respectively (Table 2).

Fig.1 Impact of nitrogen and phosphorous deficiencies on
(A) Biomass concentration
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Table 1 Impact of Nitrogen Deficiency at Varied Concentration of Propionate and Valerate

Incubation period: 4 days
Values are mean ± SE, n=3.
Values in the column superscripted by different letters are significantly (P< 0.05) different from each other (Duncan’s
new multiple range test).
Separate analysis was done for each column.

Table 2 Impact of Phosphate Deficiency at Varied Concentration of Propionate and Valerate

Incubation period: 4 days
Values are mean ± SE, n=3.
Values in the column superscripted by different letters are significantly (P< 0.05) different from each other (Duncan’s
new multiple range test).
Separate analysis was done for each column.
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     The biomass concentration was found to be affected
negatively in presence of propionate rather than valerate-
supplementation under P- and N- deficiencies.The
inhibitory effects of propionate on growth of A.
fertilissima could be due to the toxic effects of organic
acid, which agree well with the earlier reports of Kim et
al. [24] and Lama et al. [25], respectively for W.
eutropha and A. cylindrica 10 C. As compared to
valerate, propionate exhibited more detrimental effect
to the cells because it has shorter n-alkyl chains [26].

3.3 Impact of Chemoheterotrophy

     The cultures (14 day old) grown under usual ‘light-
dark’ cycles when incubated under dark for 5 days
depicted a PHB accumulation up to 13.5% (dcw) (Table
3).This could possibly be due to the degradation of

Table 3 Chemoheterotrophic Accumulation of P(3HB-co-3HV) co-polymer in A. fertilissima after 5 Days of Incubation

glycogen to supply acetyl-CoA, the substrate for PHB
biosynthesis, or the sudden decrease in ATP pool by
transferring the cultures to dark aerobic condition [27].
Interestingly, addition of 0.4% valerate at the initiation
of dark incubation under P-deficiency was found to boost
P(3HB-co-3HV) accumulation up to 222.1 mg l-1 , about
6-fold higher against control (light-dark cycle). This could
be explained as polymer biosynthesis is expected to
increase under dark incubation with carbon
supplementation, through increased NADPH production,
as reported for Aphanocapsa 6714 [28]. Further
increase in co-polymer accumulation up to 40.1% (dcw)
was observed, when supplemented in N-deficient medium
with 0.4% valerate and subjected to dark incubation of 5
days (Table 3). Thus, combined effects of valerate and
N-deficiency under dark incubation were found
stimulatory for P(3HB-co-3HV) accumulation.

P: propionate, V: valerate, P-: phosphorus deficiency,
N-: nitrogen deficiency and L:D cycle: light:dark cycle
Values are mean ± SE, n=3.
Values in the column superscripted by different letters
are significantly (P <0.05) different from each other
(Duncan’s new multiple range test).
Separate analysis was done for each column.

(B) PHB content of A. fertilissima. (Ë%): control, (  %): N-
deficiency, and (²%): P- deficiency
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4. CONCLUSION

     When we compared the cyanobacterial PHB
production with heterotrophic bacteria, a significantly
lower accumulation was observed for the former. Though
the latter depicted a much higher expression level, the
requirement of large amount of exogenous carbon
supplementation and continuous oxygen supply made the
fermentative production of bacterial PHB much more
expensive than that of the normal synthetic plastics.
Algae, including the blue–greens, constitute a major group
of primary producers in the aquatic environment and
account for over half of the total annual carbon fixation.
The cyanobacteria or blue–green algae are of the most
ancient group of organisms, which exist in almost all
conceivable habitats. Due to their minimal nutrient
requirement and ability to grow even in wastewaters in
presence of CO2and sunlight these photoautotrophs could
be explored as an alternative source for polymer
production, as the biomass could be inexpensively
converted into biodegradable plastics by solar energy.
This study has led to the finding of a diazotrophic
cyanobacterial species, Aulosira fertilissima capable of
producing Poly-в-hydroxybutyrate up to 10% (dcw) and
Poly(3-hydroxybutyrate-co-3-hydroxyvalerate) up to
72% (dcw) underP-deficiency and N-deficiency,
respectively. Chemoheterotrophy with 0.4% (w/v)
valerate umder P/N-deficiency enhanced the polymer
accumulation up to 38–40% (w/w) dry cells, the value
almost 6-fold higher with respect to photoautotrophic
condition. However, biomass productivity of A.
fertilissimawas affected under N/P-deficiency. This
necessitates a two-stage cultivation practice, where at
the first stage A. fertilissimacell must be grown under
carbon-supplemented condition to reach a high cell
density; followed by a second stage, deficient condition
as in this study, for efficient polymer accumulation.. Thus,
cyanobacterial PHB production though seems challenging
but an economically feasible approach. This may lead to
the introduction of PHB and P(3HB-co-3HV) (‘Cyano-
Plastic’ as we may call it) from photosynthetic organism
in to the field of pharmaceuticals and biomedical science.
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Abstract

     Urinary tract infections (UTIs) are caused by bacteria and are 10 times more common among women than
men. More than 50% of women will have at least one UTI during their lifetime; for most of these infections,
patients need to see a doctor and be treated with antibiotics. The present study was to investigate the Antibacterial
Activity of Some Medicinal Plants which are used against UTI Causing Pathogens. Bacteria were isolated
from the UTI infected patients and characterized by using microscopic, staining, morphological and biochemical
methods. The Ethanolic Extracts from plants were prepared and then used to check their antibacterial activity
against the bacteria isolated from UTI infected patients and the zone of inhibitions were compared with the
zone of inhibition of standard antibiotics. Results from the present study revealedthat Tribulus terrestris exhibited
high antibacterial activity against the bacteria isolated from UTI. Enthuciased with the above result further
work is planned to extract the compound(s) responsible for antibacterial activity from Tribulus terrestris and
analysis its anticancer property against Urinary Bladder Carcinoma.

Keywords: Antibacterial Activity, Bladder carcinoma, Antibiotics, Tribulus terrestris, Urinary Tract Infection,.

1. INTRODUCTION

     A urinary tract infection (UTI) (also known as acute
cystitis or bladder infection) is an infection that affects
part of the urinary tract. When it affects the lower
urinary tract it is known as a simple cystitis (a bladder
infection) and when it affects the upper urinary tract it
is known as pyelonephritis (a kidney infection).
Symptoms from a lower urinary tract include
painful urination and either frequent urination or urge to
urinate (or both), while those of pyelonephritis
include fever and flank pain in addition to the symptoms
of a lower UTI. The main causal agent of both types
is Escherichia coli, however other
bacteria, viruses or fungi may rarely be the cause.

      Urinary tract infections are the second most common
type of infection in the body, accounting for about 8.1
million visits to health care providers each year. Women
are especially prone to UTIs for anatomical reasons.
One factor is that a woman’s urethra is shorter, allowing
bacteria quicker access to the bladder. Also, a woman’s
urethral opening is near sources of bacteria from the
anus and vagina [14]. For women, the lifetime risk of
having a UTI is greater than 50%[2]. UTIs in men are
not as common as in women but can be serious when
they occur.  More than 95% of UTI are caused by

single bacterial species E. coli which is the most
frequently infecting organisms [10]. However, many
other bacteria can also because an infection for example
Klebsiella, Pseudomonas, Enterobacter, Proteus,
Staphylococcus, Mycoplasma, Chlamydia, Serratia and
Neisseria spp. It is reported that about 35% of healthy
women suffer symptoms of Urinary tract infection and
about 5% of women each year suffer with the problem
of painful urination (dysuria) and frequency [7]. The
incidence of UTI is greater in women as compared to
men. Several potent antibiotics are available for the
treatment of UTI, but increasing drug resistance among
bacteria has made therapy of UTI difficult. Bacteria have
the genetic ability to transmit and acquire resistance to
drugs [15]. Essential extracts of certain plants have been
shown to have antimicrobial effects, as well as imparting
flavor to foods [6]. The synergistic effect of the mixture
of phytochemicals plays an important role to use plant
extracts as an antimicrobial agents [12]. It has been
suggested that volatile oils, either inhaled or applied to
the skin, act by means of their lipophilic fraction reacting
with the lipid parts of the cell membranes, and as a result,
modify the activity of the calcium ion channels [5]. The
antimicrobial and other biological activities of the plant
extracts varied depending upon the origins and cultivars
[8].
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     In this study antimicrobial activity of the medicinal
plants Tribulusterrestris, Cinnamom verum and Punica
granatum were checked against the bacterial isolates
from patients (Pregnant Women) with UTI. Bladder
cancer is any of several types of malignancy arising from
the epithelial lining (i.e., the urothelium) of the urinary
bladder. Rarely the bladder is involved by non-epithelial
cancers, such as lymphoma or sarcoma, but these are
not ordinarily included in the colloquial term “bladder
cancer.” It is a disease in which abnormal cells multiply
without control in the bladder. It is estimated that there
are 383,000 cases of bladder cancer worldwide.

2. MATERIALS AND METHODS

     Isolation and identification of bacteria from UTI
infected patients: First the microorganism present in urine
samples of UTI infected patients were cultured in the
nutrient broth and the morphology of organisms were
studied with the help of light microscope and shape, size,
odour, margin and surface characteristics of bacteria.
Gram staining procedure was adopted to differentiate
between gram positive and gram negative organisms.
Selective agar medium was used for further
identification.

     Different media for different organism were used as
given below:
i. Mac Conkey  : E. coli and Staphylococcus
ii. EMB              :    E. coli
iii. MSA               : Staphylococcus
iv. PABM            : Pseudomonas
v. XLDA             : Shigella
vi. Blood agar      : Proteus

     After this step final identification of bacteria was done
on the bases of biochemical testing.

3. BIOCHEMICAL TESTS

     Seven biochemical tests were performed for each
organism as given below:
i. Catalase test
ii.  Indole production test
iii. Citrate utilization test
iv. TSI (Triple sugar iron) agar test
v. Urease activity test
vi.  MR and VP test

4. ETHANOLIC EXTRACTION OF MEDICINAL
     PLANTS

     The three Medicinal plants namely Tribulusterrestris
- Nerungi, Punicagranatum-Madhulai and Cinnamom
verum - Ilavangam were selcected and their
antimicrobial activities were tested againstbacteria
affecting Urinary Tract. Dried plant material (10g) was
finely ground and extracted with Distilled Water and
99.9% Ethanol using Soxhlet’s apparatus. The extract
was kept in oven at 500C for 1hrs to evaporate excess
ethanol and water. The residues (both ethanolic and
aqueous extract) were suspended in DMSO to give 100
mg residue/ml by following procedure described [15].

5. TESTING OF ANTIMICROBIAL ACTIVITY
5.1 Testing the Antimicrobial Activity by Disc
       Diffusion Method

     The paper disc diffusion method [4] was used to
screen the antibacterial activity of plant extracts and
performed by using Mueller Hinton agar (HA). Sterilized
filter paper discs (Whatman, 6 mm in diameter) were
placed on the surface of the solidified media soaked with
20 µl of a solution of each plant extracts. The standard
antibiotic strips were also used for comparison. DMSO
was used as negative control. The inoculated plates were
stored at 4°C for 2hrs and then incubated at 37°C for
24hrs in the inverted position. The diameters (mm) of
the inhibition zones were measured (diameter of paper
disc, 6 mm is included). Studies were performed in
triplicate and the results are expressed as means along
with the Standard Deviaton (SD) of three parallel
measurements.

6. RESULTS & DISCUSSION

      25 urine samples were obtained from urinary tract
infected pregnant women respectively who were
admitted at Namakkal Government Hospital, Namakkal.
Table 1 shows percentage contribution of bacterial
isolates isolated from urinary tract infected patients.

     After studying the colony morphology on nutrient agar
medium, colony morphology was also studied on the
selective media. After the secondary identification on
selective media, all samples were examined
microscopically here the shape, size arrangement (pair,
cluster and chain) and motility was checked and the gram
staining techniques were followed Table 2. The final
identification were done on the basis of biochemical
analysis Table 3 and Plate-1.
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Table 1 Etiology in 25 cases of Urinary Tract Infection were Studied During the Study Period

Table 2 Morphology and Staining of Test Isolates

Table 3 Biochemical Tests of Recovered Isolates of Urine Samples

PLATE – 1:  IMViC test reactions of the Test isolates.

(-) – Negative; (+) – Positive; GNR – Gram negative rod;  GPC – Gram positive cocci.

       Punica grannatum extract against E.coli          Cinnamomum verum against K. pneumo

         TribulusTerristris extract against E.coli                 Cinnamomum verum extract against E.coli
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6.1  Antimicrobial Activity

     Three plant extracts of the  Tribulusterrestris,
Cinnamom verum presl and Punica granatum  were
extracted to test the antimicrobial activity on the five
different bacteria isolated from urine samples of UTI
infected patients with respect to standard antibiotic by
the “Disc diffusion  diffusion method” and the diameter
zone of inhibition was measured in mm. Antimicrobial
activity of different plant extracts  on the different
organisms is given as in Table 4 and Plate 2.

     Results showed that the ethnolic extracts ofPunica
grannatum has greater anti bacterial activity among all
the other extracts its maximum value of the zone of the
inhibition is noted against E.coli 29mm than Norfloxacin
22mm.   Then Punica grannatum andCinnamomum
verum presl   extracts has showed almost equal activity,
Punica grannatum has maximum activity against
Staphylococcus with diameter 30mm in comparison to

Gentamycin 19mm. Cinnamon extract had showed
maximum results of antimicrobial activity against the
organisms Proteus vulgarisand  Pseudomonas 26mm in
comparison to Norfloxacin 22mm and 20mm. After that
Cinnamomum verum presl has showed almost equal
results to the antibiotics with maximum activity 26mm
against the bacteria  E. coli in comparison to Norfloxacin
22mm and the TribulusTerristris has show least activity
of all the plant extracts  and also less than the standard
antibiotic maximum zone of inhibition 15mm in
comparison to standard antibiotic ciprofloxacin 25mm.
Cinnamomumverumpresl bark possess potent
antimicrobial properties against Staphylococcus aureus
and dermatophytic fungi.  It is useful in the tropical
treatment of superficial skin infections [9].  Punica
granatum used to treat urinary astrigent, abdominal ulcers,
glycosuria and skin diseases [11]. Prior study also
reported that presence of inhibitory effect in Punica
granatum against Salmonella, E. coli, and Staphyllococcus
aureus[13].

Table 4 Diameter of Zone of Inhibition Shown By Various Isolates against Standard Antibiotic And Various Plants Extracts

Plate 2 : Zone of Inhibition of Various Isolates Against Standard Antibiotic and Various Plants Extracts

Punica grannatum extract against K. pneumonia Punica grannatum extract against S.aureus

     TribulusTerristris K. pneumonia     Cinnamomum verum presl S.aureus
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7. CONCLUSION

      From the above results we can conclude that extracts
of plants origin has remarkable antimicrobial activity as
compare to standard antibiotics. We know that organisms
are gaining resistance day by day towards the antibiotics,
so that some natural products should be tried to overcome
these antibiotic resistant organisms. The plants extracts
or oils have no side effect; medicinal products may be
one of our choices because it contains hydrophobic liquid
which can be easily extracted by the process of
distillation. Plant products or oils contain volatile aroma
and phytochemicals which show the antimicrobial activity.
More over plants can be grown easily and the production
of their products is sophisticated than antibiotics. Expense
on these material is bearable than antibiotic. The present
study has been undertaken to identify effective herbal
medicines to control UTI caused by bacterial organisms
because, for all human beings herbal medicines are
available in our environment and safe also.  It does not
cause any side effects. From these properties of plants
we can say that natural medicine can take place of
antibiotics in future. The further extensive study is
planned to isolate the compound responsible for the
antibacterial and anticancer properties of Tribulus
terristris compared with those of an anticancer drugs as
the positive control is currently under way. Efficacy and
Mechanism of the action in various normal and cancer
cell models in vitro, coupled with bioassay guided
purification inorder to elucidate active anticancer
compound(s)from the crude extract will be reported in
due course.
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Abstract

     In modern intensive and semi-intensive aquaculture, water quality becomes a limiting factor due to
accumulation of NH3 (ammonia) and NO2 (nitrite). Ammonia is a major end product of protein catabolism,
excreted by fish, crustaceans, and molluscs into the culture system. Unionized ammonia is most toxic to aquatic
organisms as it can readily diffuse through cell membranes and is highly lipid-soluble. Nitrite an intermediate
product of nitrification is also one of the toxic forms of nitrogen that can be found in aquaculture ecosystems.
These substances despite being toxic to the cultured animals per se increase their susceptibility to diseases,
particularly shrimp which are bottom dwelling organisms. Hence, it is extremely important that these inorganic
pollutants generated during aquaculture be mitigated to achieve optimal aquaculture productivity.

     This study was designed to evaluate nitrifying and denitrifying bacteria for toxic nitrogen removal using
the nitrification-denitrification concept. Commercially available materials such as bio-rings bio-balls, Aqua-
clay balls and filter floss were colonized with well characterized nitrifying and denitrifying bacteria packed
in an external biofilter and tested for ammonia, nitrite and nitrate removal from aquaria. Results showed that
use of external biofilter is an ideal alternative for optimizing nitrification-denitrification for complete removal
of ammonia, nitrite and nitrate from aquaculture systems. The biofilter system needs to be scaled-up and
optimized for management of ammonia and nitrite in large volumes of water, which could be exploited for
better management of water quality in shrimp hatcheries and for bioremediation of aquaculture discharge.

1. INTRODUCTION

     Intensive aquaculture relies on high protein-content
feeds that are rich in nitrogen (5-6.5%N). Feed
application in these systems often reaches 60gm-3

day- 1(3). Most of the  nitrogen in the feed (approximately
70%) remains in the pond water and deteriorates water
quality (2,5). Biological removal of ammonia in these
ponds takes place by several biological processes
including ammonification, nitrification and denitrification
(9, 4, 6).Bacteria transform  nitrogen in the feed remnants
to ammonia. Unionized ammonia is most toxic to aquatic
organisms as it can readily diffuse through cell
membranes and is highly lipid-soluble and consequently
traverses biological membranes and causes extensive
damage to tissues, especially gills and kidney;
physiological imbalances; impaired growth and death. In
aquaculture ponds, ammonia is oxidized by bacteria to
nitrite and then to nitrate. Nitrite is highly toxic to animals
even at very low concentrations. While nitrate is
considered non-toxic, at high nitrate concentrations it can
affect the growth of commercially cultured aquatic
organisms, such as eel (7) and shrimp (8).

     The biological conversion of ammonia to nitrite is
carried out by ammonia oxidizing bacteria (AOB) and
the subsequent oxidation of nitrite to nitrate by nitrite-
oxidizing bacteria (NOB), the process called nitrification.
AOB such as Nitrosomonas spp. and Nitrosococcus
spp and NOB such as Nitrobacter spp. and Nitrococcus
spp. are involved in these processes.
       NH3 + O2 NO2

- + 3H+ + 2e-

       NO2
- + H2O           NO3

- + 2H+ + 2e-

     Denitrification is a respiratory process, carried out
by heterotrophic bacteria in which nitrate and nitrite are
reduced to gaseous nitrogen intermediates viz. nitric oxide
(NO), Nitrous oxide (N2O) and nitrogen (N2). The
organisms involved in this process are called denitrifying
bacteria (DNB). Bacteria such as Bacillus, Paracoccus
denitrificans, Pseudomonas are can carry out these
processes.

NO3
-          NO2

-         NO         N2O          N2

     Nitrification and denitrification play a key role in
aquaculture ponds that receive large amount of organic
and inorganic nitrogenous compounds. To evaluate the
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effectiveness of nitrification-denitrification process, this
study was conducted using an external biofilter. A
biological filter is nothing more than a chemically inert
porous sponge, which provides greatly enlarged surface
area on which these bacteria can develop. External
biofilter are used in aquaculture system to recirculate
water through a series of different filter media colonized
with environmentally relevant bacteria.

2. MATERIALS AND METHODS
2.1 Enrichment of  Nitrifying and Denitrifying
      Isolates

     Well characterized and identified nitrifying
enrichments and denitrifying bacteria were used in this
study. Further, the efficiency of nitrifying enrichments
and denitrifying isolates were tested for their activity in
vitro (unpublished results, data not shown). Nitrifying
enrichments and DNB were colonized in commercially
available carrier materials like aquaclay balls, aquamats,
bio-balls, bio-rings, filter floss and 5 µm mesh by incubating
them at 30±2 °C for a week in the respective culture
broths. The colonized materials were periodically
monitored for ammonia and nitrite oxidation and
denitrification.

3. EXPERIMENTAL SETUP

     A commercially available external biofilter was used
in this study. The biofilter contained four trays, the first
tray was packed with aquamats, filter floss, and 5 µm
mesh, the second tray was packed with bio-balls and
bio-rings, the third and fourth trays were packed with
aquaclay balls (Figure1).  The colonized materials were
packed inside the biofilter in an order depending on the
buildup of end products. The external biofilter was
connected to a FRP tank with 100L of filtered seawater
(salinity 15ppt) spiked with 500ppm of ammonium chloride
(NH4Cl2.2H2O). Flow rate of the external biofilter was
maintained at 1000L/hr and the seawater was monitored
for nitrite levels using sulphanilamide and N-(1-Naphthyl)
ethylenediamine dihydrochloride (NED) reagents and
OD was measured spectrophotometerically at 540nm
(1).

Fig.1 External biofilter assembly withaquaclay balls,
aquamats, bio-balls, bio-rings, filter floss and 5 µm mesh

Fig.2 Evaluation of external biofilter for ammonia removal

4. RESULTS AND DISCUSSION

     Since the addition of AOB colonized materials
(aquamats, filter floss and 5 µm mesh) to the biofilter,
nitrite levels were found to increase from 0 to 0.4 µg/ml
at 90 hours due to ammonia oxidation. Hence to initiate
nitrite oxidation, NOB colonized materials (bio-balls and
bio-rings) were packed at 90 hours into the filter and
activity was monitored. Despite addition of NOB, nitrite
levels in the seawater was not found to drop and
continued to increase from 0.4 to 0.56 µg/ml (Figure 3).
This indicated that NOB used in this study could not
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able to oxidize nitrite completely, hence DNB colonized
materials (Aquaclay balls) were packed at 143 hours
and nitrite levels were found to drop from 0.56 to 0.51
µg/ml at 160 hours. However at 169 hours, nitrite level
reached a peak of 0.74 µg/ml indicating that
denitrification did not occur. This could be attributed to
the inadequacy of Carbon source for DNB.

     Hence carbon source (Sodium citrate) was added
twice to the seawater to facilitate denitrification at 170
and 187 hours. After addition of Sodium citrate, nitrite
levels dropped from 0.74 µg/ml to 0.36 µg/ml, however
seawater became turbid due to excessive proliferation
of DNB. The experiment was terminated after 11 days

     Fig.3 Nitrite level in aquarium tank fitted with nitrification-denitrification biofilter

5. CONCLUSION

     Efficient isolates have been used to construct
nitrifying-denitrifying biofilter that are capable of
simultaneous nitrification and denitrification for complete
removal of ammonia, nitrite and nitrate and maintains a
pH between 7.5-8.0 without the need for alkalinity
supplements (10). Biofilter system developed here is
novel in that it is completely aerobic process using aerobic
denitrifying bacteria for the first time. However the
biofilter had some limitations. DNB required periodic
addition of carbon source periodically for maintaining the
biomass and activity. The system needs to be scaled-up
and optimized for mitigation of ammonia and nitrite in
large volumes of water, which could be exploited for
better management of water quality in shrimp hatcheries
and for bioremediation of aquaculture discharge.
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Abstract

The present study is to isolate cellulose producing bacteria from samples like rotten fruits, rotten vegetables
and sugar cane molasses were collected and inoculated into Hestrin-schramm media incubated at 30 0c for 4
days and observed for pellicle formation followed by confirmatory test for cellulose production. Screening
and Identification were carried out based on morphological and biochemical tests. Organisms were confirmed
to produce cellulose are Acetobacter sp.,Pseudomonas sp. These organisms were further confirmed with
reference cultures. The isolates obtained were used for fermentative production and is expected to facilitate
the development of fermentation process which able industrialist to commercialize the product.

1. INTRODUCTION

     Cellulose is a Natures abundant biopolymer it can be
synthesized by microbes. Traditionally, cellulose is
harvested from plants, but microbial cellulose has superior
characteristics such as high purity, high degree of
polymerization, high tensile strength and water holding
capacity (Brown, 2004). However MC as wide
application in the field of pharmaceutical for artificial vein,
skin born transfer and wound healing, food industry used
it as raw material for desserts and ice-cream preparation,
paper industry for high quality paper products making,
audio speaker diaphragm preparation and cosmetic
industry for facial cream preparation it acts as a very
good moisturizing agent. Due to era of declining forest,
global climate changes to balance the nature eco-friendly
cellulose production from microbial origin shows great
impact on environment and biotech industry.

     Microbial cellulose is produced by microorganism such
as Gluconacetobacter , Agrobacterium,
Aerobacter,Achromobacter, Azotobacter, Rhizobium,
Pseudomonas, sarcinaand salmonella (Brown, 1989;
Chwala et al., 2009). These are organism which reported
to produce cellulose.

     Research on microbial cellulose was done by static,
submerged and agitated methods.  The Cost effective
production of cellulose with good yield as to achieve
further to commercialize the product. The aim of the
present work is to isolate and screening cellulose
producing bacteria from glucose rich sources such as
rotten fruits, rotten vegetables and sugar cane molasses.
Further work as to carry out to obtain high yield producer
followed by optimization of media, temperature and PH.

2. EXPERIMENTAL MATERIALS AND
    METHODS
2.1 Samples Collected

     Rotten fruits (apple, orange, sweet lime, grapes and
pomegranate), rotten vegetables (Carrot, potato, tomato,
brinjal)and Sugar cane molasses (collected from
Shammnur sugars limited, Duggavathi, Harihara,
Davangere.

2.2 Chemicals and Reagents

     Hestrin- scharamm media (Himedia), Fluorescent
brightener 28 (sigma Aldrich) and Biochemical test kit
KB001and Carbohydrate fermentation kit KB009
Himedia (Hungund, 2010)

2.3 Isolation and Screening of Cellulose Producing
    Bacteria

     The samples like rotten fruits, rotten vegetables and
sugar cane molasses were collected and inoculated into
saline and incubated at 300c for one hour in shaker
incubator. Then these samples were inoculated into
Hestrin-Schramm broth (glucose -20g/L, yeast  extract
5g/L, peptone 5g/L, disodium hydrogen phosphate-2.7g/
L  and citric acid-1.15g/L) pH-6.0 were incubated  at
300C for 4 days. Pellicle were formed at air-liquid
interface observed in the medium those flasks were
selected and purified the culture by repeated streaking
on nutrient agar/ Hestrin-Schramm agar plates to obtain
isolated colonies. Each distinct isolate were inoculated
on screening media i.e. Hestrin schramm agar (HSA)
with fluorescent brightener dye (0.2%) and antifungal
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agent cycloheximide incubated at 300C for 3 days. The
fluorescent dye was bind to the cellulose content in the
media which is produced by organism. So the
fluorescence colonies were selected as cellulose

Table 1 Screening of Isolates Obtained From Different Sources

producers. Further Gram-staining, colony morphology,
hanging drop motility test, biochemical test were carried
out to identify the organism.

2.4 Identification of Cellulose Producer

     Colony morphology, Gram-staining, motility test,
biochemical test and carbohydrate fermentation test were
carried out to identify the organism.

2.5 Detection of Cellulose Production

     The pellicle formed broth was treated with 0.5N
NaOH at 800 c for 1 hourthen pellicle were washed three
times with distilled water and dried at room temperature.

3. RESULTS AND DISCUSSION
3.1 Isolation and Screening of cellulose producing
      Bacteria

     In the present study, six bacterial strains were isolated
from total of 25 glucose rich sources screened. Among
those, two isolates showed cellulose production. Among
these 25 glucose rich sources screened more production
was obtained from rotten fruits, followed by rotten
vegetables and cellulose production not found in sugar
cane molasses. The isolates which obtained VA01,(rotten
apple) VA02 (rotten sweet lime) and VA14 (rotten potato)
are good producer compare to other isolates (Table1).

     Researchers reported cellulose productions are from
fruits and vegetables (Chawala, et al., 2009; Firdaus
Jahan et al., 2012). In the similar study, many reported
most potent producer from rotten fruits and nowhere
studied for sugar cane molasses. Glucose is key
ingredients which responsible for cellulose production
further isolation and screening will be carry out with other
glucose sources.

3.2 Identification of Cellulose Producer

     The isolates were found to be a Gram negative rod
shaped showed similar characteristics to genera
Acetobacter sp. and Pseudomonas sp. These strains
showed similar pattern of Biochemical test
characteristics to Acetobacter sp. and Pseudomonas
sp. Bergey’s Manual of Determinative Bacteriology
(Buchanan, 1974). Further carbohydrate fermentation
test were compared with reference strains. Therefore,
by analyzing the colony morphology (figure1), gram
reaction biochemical and carbohydrate fermentation
characteristics, the isolates VA01, VA02 and VA14 were
identified be a strains of Acetobacter sp.  and
Pseudomonas sp. (Table 2).

Fig.1 Colony morphology of Acetobacter sp. and
Pseudomonas sp.
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Table 2 Identification and Biochemical test and Carbohydrates fermentation Results
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3.3 Detection of Cellulose

     In previous studies also, fluorescent brightener
(Calcofluor white) which is present in the screening
medium binds to β-D glucans in a definable, reversible
manner and cellulose producing bacterial colony
fluoresces when observed under UV light has been
reported (Ross et al., 1991; Hungund and Gupta, 2010).
In present study the fluoresces colony was repeated
streaked into Hestrin- scharamm agar and purity was
confirmed and accepted as cellulose producer (Figure:2).
The pellicle formed broth were treated with alkali 0.5N
NaOH  at 800c for 30 minutes and pellicle were washed
three times with distilled water and dried at room
temperature.(Chawla et al., 2009). In this present study
similar method is followed and cellulose is harvested.
Further yield has to find out with respect to organism.

Fig.2 Fluorescence colony under UV and pellicle
formed  at air liquid interface

4. CONCLUSION

     In this study glucose rich sources were collected to
isolate cellulose producer  among 25 isolates five isolate
showed cellulose production  in that two organism were
identified are Acetobacter  sp. and Pseudomonas sp.
other threeare unidentified. Further studies as to carry
out to find out yield of cellulose with respect to organism.
Optimization of media and isolation as to proceed further
to obtain high yield cellulose production and fermentation
process as to carry out to meet the commercial
production.
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Abstract

     Of 50 raw milk (30) and milk product (20) samples collected, 29 (19 raw milk and 10 milk products) of
them were found positive for Y. enterocolitica. All the isolates have produced both outer membrane proteins
and lipopolysaccharides. Biotyping profiles revealed that only four strains (three from raw milk and one from
milk products) falling under the category biotype 1B. All the four biotype 1B strains proteins between the
range of 120 – 150 kDa, which is proved as toxin. In addition to this, all the four biotype 1B strains were also
found to be the producers of haemolysin. All the four biotype 1B strains have produced good levels of
lipopolysaccharides (LPS). Of three strains from raw milk products, only one isolate has produced both
rough and smooth LPS, while, remaining three have produced smooth LPS. This is the most significant finding
of the study.

Keywords: Haemolysin, LPS, Milk, Milk products, OMP, Y.enterocolitica

1. INTRODUCTION

     Yersinia enterocolitica is a Gram-negative
psychrotrophic enterobacterium causing gastrointestinal
disorders [1]. It has been isolated from water, dairy
products, foods, animals and humans in every country
where isolation has been attempted [2, 3] but frequently
isolated from sewage water, raw milk and milk products
[4, 5].  The bacterium was surrounded by two
membranes, the inner membrane (IM) and the outer
membrane (OM). The Inner membrane is a bilayer
composed of phospholipids and the Outer membrane is
asymmetric, having phospholipids in its inner leaϋet and,
in most Gram-negative bacteria, lipopolysaccharides
(LPS) in its outer leaϋet [6]. Embedded in the OM are
also a number of outer membrane proteins (OMPs) that
function in solute and protein translocation, pathogenesis,
structural linkers, and signal transduction [6, 7]. Both
OMPs and LPS may function as speciϋc phage receptors
[7, 8]. Some of these outer membrane proteins (OMP)
are encoded by plasmid and play significant role in the
pathogenicity of these bacteria [9]. The outer membrane
protein of the Y. enterocolitica is probably involved in
the host - bacterial interactions; Because OMP is
dependent on the presence of plasmid for expression
[10]. The LPS-containing asymmetric bilayer of the
bacterial outer membrane serves as an efficient barrier
against rapid penetration by these lipophilic antibiotics
and chemotherapeutic agents [11]. Protein level typing
mostly determines the pathogenic species diversity.

2. EXPERIMENTAL MATERIALS AND
    METHODS
2.1 Sample Collection and Isolation

     A total of 50 samples, (raw milk (30) and milk product
(20)) were collected from different locations, mainly in
and around Coimbatore, Tamil Nadu. One ml of well-
mixed milk samples and 0.1 g of milk products samples
were inoculated into 10 ml of yersinia enrichment broth
(Hi Media, India) and incubated at 30 oC for 24 hr.Then
a loopful of culture was transferred and streaked on to
CIN agar (Hi Media, India), followed by incubated at
28 oC for 18-24 h. After incubation, the plates were
analyzed for characteristic colony.

2.2 Confirmation of Y. enterocolitica

     All the isolates were subjected to biochemical
methods of identification, according to Bergey’s manual
of determinative bacteriology [12]. All the isolates were
also examined for Voges-Proskauer, urease, sorbitol,
ornithine decarboxylation, citrate, dnase, raffinose, esculin
hydrolysis, salicin fermentation and lysine iron agar (LIA).
In order to confirm Y. enterocolitica, all the isolates were
subjected to 16S rRNA PCR [13].

2.3 Extraction of Outer Membrane Protein (OMP)

     The Y. enterocolitica strains were grown in 20 ml of
Nutrient broth (Hi Media, India) overnight at 37°C.
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Preparation of OMP was done according to Winder
et al. [14]. The pellet containing the OMP was
resuspended in deionised water (1 ml) and stored at - 20
ΊC until required.The samples were subjected to 12 %
polyacrylamide gels containing SDS (SDS-PAGE) and
the gel was stained with Coomassie brilliant blue R-250
[15].

2.4 Extraction of Lipopolysaccaride (LPS)

     Cells were grown on nutrient broth for 48 h at 37°C.
LPS from cells was obtained by the hot phenol - water
method [16]. 20 µl of LPS suspension was applied in each
slot of 12.5 % SDS - PAGE gel. The separated LPSs were
visualized by silver staining [17].

3. RESULTS AND DISCUSSION

     In a study, of 30 raw milk samples collected, 36.6 %
of them were positive for this organism [18]. Similarly,
the incidence of Y. enterocolitica has been reported from
raw milk samples as 20 %, 81.4 % and 10.6 % by Franzin
et al. [19], Vidon and Delmas, [20] and Subha et al. [21]
respectively. In our study, 64 % of the raw milk samples
were recorded as positive for this bacterium. Of 76
cheese curd samples tested, 9.2 % (n=7) were positive
for Y. enterocolitica [4]. This study report 50 % of milk
products samples were contaminated with Y.
enterocolitica (Table 1). This might be due to the
improper cleaning and poor hygienic practices during the
collection of samples.  All the isolates were subjected to
biochemical tests according to Bergey’s manual of
determinative bacteriology [12] and the positive isolates
were undergone 16S rRNA gene amplification which
shows 330 bp confirms Y. enterocolitica [13].

Table 1 Incidence of Y. enterocolitica in Various Samples

     The full expression of virulence due to 70 Kb pYV
plasmid, which correlates with the massive release of a
set of proteins (Yops) [22]. It became clear that pYV
and Yops are essential for the pathogenicity of yersinia
species including Yersinia enterocolitica [23].

     In our study, Biotyping profiles revealed that only four
strains (three from raw milk and one from milk products)
falling under the category biotype 1B. All the four biotype

1B strains proteins between the range of 120 – 150 kDa,
which is proved as toxin.In general, the banding pattern
of total and membrane proteins did not seem very useful
in distinguishing between strains because of the numerous
bands displayed [24]. High molecular weight protein
(HMWP) with a molecular weight of 120 – 150 kDa
determines pathogenic isolates. From 29 strains tested,
we observed that four isolates have produced similar
kind of protein, which confirms the presence of high
pathogenic strains among our isolates and eleven different
banding patterns (Fig. 1). In another study the presence
of both HMWP1 and HMWP2 are present in pathogenic
strains of Y. enterocolitica [25].

Fig.1 Outer membrane protein of isolated Y.enterocolitica.
Indicates HMWP present only in biotype 1B strains

     LPS is the major immunogenic component of the
Gram-negative enterobacterium Y. enterocolitica.  LPS
has branched repeating pentasaccharide units, therefore,
we observed the distinct repeating bands. Y.
enterocolitica cultures incubated at 25 and 37°C differ
in several characteristics. Pathogenic strains can be
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identified under the temperature of 37°C, so we
undergone the protein isolation in the same temperature.
Y. enterocolitica bio-serotype 1B/O: 8 show pathogenicity
when incubated at 37 °C in the absence of Ca2+ [26].Several
investigators worked on the characterization of LPSs
produced by Y. enterocolitica [27-31]. In our study, all
the four biotype 1B strains have produced good levels of
lipopolysaccharides (LPS). Of three strains from raw
milk products, only one isolate has produced both rough
and smooth LPS, while, remaining three have produced
smooth LPS (Fig. 2). The isolates could be rough mutants
that arose from an originally smooth isolate during in
vivo passage [32]. This is the most significant finding of
the study.

Fig.2 Lipopolysaccaride of isolated Y.enterocolitica
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Abstract

Carry Select Adder (CSLA) is one of the fastest adders used in many data-processing processors to perform
fast arithmetic functions. From the structure of the CSLA, it is clear that there is scope for reducing the area
and power consumption in the CSLA. This work uses a simple and efficient gate-level modification to significantly
reduce the area and power of the CSLA. Based on this modification 8-, 16-, 32-, and 64-b square-root CSLA
(SQRT CSLA) architecture have been developed and compared with the regular SQRT CSLA architecture. The
proposed design has reduced area and power as compared with the regular SQRT CSLA with only a slight
increase in the delay. This work evaluates the performance of the proposed designs in terms of delay, area,
power, and their products by hand with logical effort and through custom design . The results analysis shows
that the proposed CSLA structure is better than the regular SQRT CSLA.

Keywords: Area, Delay, Data processing, Gate level modification, Processors, Power,  Speed

1. INTRODUCTION

The saying goes that if you can count, you can control.
Addition is a fundamental operation for any digital system,
digital signal processing or control system. A fast and
accurate operation of a digital system is greatly influenced
by the performance of the resident adders. Adders are
also very important component in digital systems because
of their extensive use in other basic digital operations
such as subtraction, multiplication and division. Hence,
improving performance of the digital adder would greatly
advance the execution of binary operations inside a
circuit compromised of such blocks. The performance
of a digital circuit block is gauged by analyzing its power
dissipation, layout area and its operating speed.Generally
in VLSI techniques we need to satisfy any two of the
following criteria such as area, speed and power. The
normal adders which we use are satisfying only one trade
off but in this SQRT CSLA there is trade off in both
area and power. Here we are using 6-Bit BEC(binary to
excess-1 converter) to implement the adder element.

2. LITERATURE SURVEY

     In this work we will review the implementation
technique of several types of adders and study their
characteristics and performance. These are

i. Ripple carry adder, or carry propagate adder,
ii. Carry look-ahead adder

iii. Carry skip adder,
iv. Manchester chain adder,
v. Carry select adders
vi. Square root Carry select adders

     For the same length of binary number, each of the
above adders has different performance in terms of
Delay, Area, and Power.

     Parallel adders are digital circuits that  compute the
addition of variable binary strings of equivalent or
different size in parallel.

In ripple carry adders, the carry propagation time is
the major speed limiting factorMost other arithmetic
operations, e.g. multiplication and division are
implemented using several add/subtract steps. Thus,
improving the speed of addition will improve the speed
of all other arithmetic operations. Accordingly, reducing
the carry propagation delay of adders is of great
importance. Different logic design approaches have been

Fig. 1 Block Diagram Of  Parallel adders
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employed to overcome the carry propagation problem.
One widely used approach employs the principle of carry
look-ahead solves this problem by calculating the carry
signals in advance, based on the input signals. This type
of adder circuit is called as carry look-ahead adder (CLA
adder).

     A carry-skip adder consists of a simple ripple carry-
adder with a special speed up carry chain called a skip
chain. This chain defines the distribution of ripple carry
blocks, which compose the skip adder.

2.1 Carry Skip Mechanics

     The addition of two binary digits at stage i, where i 0,
of the ripple carry adder depends on the carry in, Ci ,
which in reality is the, in order to calculate the sum and
the carry out, Ci+1 , of stage i, it is imperative that the
carry in, Ci, be known in advance. It is interesting to
note that in some cases Ci+1 can be calculated without
knowledge of Ci.

Fig. 2.  Block Diagram Of  Carry Look ahead adders

     A ripple carry adder allows you to add two k-bit
numbers. We use the half adders and full adders and
add them a column at a time.Let’s put the adder together
one step at a time. Arithmetic operations like addition,
subtraction, multiplication, division are basic operations
to be implemented in digital computers using basic gates
like AND, OR, NOR, NAND etc. Among all the
arithmetic operations if we can implement addition then
it is easy to perform multiplication (by repeated addition),
subtraction (by negating one operand) or division

Fig.3 Block diagram of  carry skip adders

(repeated subtraction).Half Adders can be used to add
two one bit binary numbers. It is also possible to create
a logical circuit using multiple full adders to add N-bit
binary numbers.Each full adder inputs a Cin, which is
the Cout of the previous adder. This kind of adder is
a Ripple Carry Adder, since each carry bit “ripples”
to the next full adder.

     The concept of the carry-select adder is to compute
alternative results in parallel and subsequently selecting
the correct result with single or multiple stage hierarchical
techniques [8]. In order to enhance its speed
performance, the carry-select adder increases its area
requirements. In carry-select adders both sum and carry
bits are calculated for the two alternatives: input carry
“0” and “1”. Once the carry-in is delivered, the correct
computation is chosen (using a MUX) to produce the
desired output. Therefore instead of waiting for the carry-
in to calculate the sum, the sum is correctly output as
soon as the carry-in gets there. The time taken to
compute the sum is then avoided which results in a good
improvement in speed.

  Fig.4 Block diagram of  ripple carry adders

The Manchester Carry-Chain Adder is a chain of pass-
transistors that are used to implement the carry chain.
During precharge, all intermediate nodes (e.g. Cout0)
are charged to Vdd. During the evaluation phase, Cout_k
is discharged if there is an incoming carry Cin0 and the
previous propagate signals (P0...Pk-1) are high. Only 4
diffusion capacitances are present at each node, but the

               Fig.5  Block diagram of  carry select adders
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distributed RC-nature of the chain results in a delay that
is quadratic with the number of bits. Transistor sizing
was performed to improve performance. The details are
elaborated on in the design strategy section.

3. PROPOSED ALGORITHM

     The basic idea of this work is to use Binary to
Excess-1 Converter (BEC) instead of RCA with cin=1
in the regular CSLA to achieve lower area and power
consumption [2]–[4]. The main advantage of this BEC
logic comes from the lesser number of logic gates than
the n-bit Full Adder (FA) structure. As stated above the
main idea of this work is to use BEC instead of  the
RCA with Cin=1in order to reduce the area and power
consumption of the regular CSLA. To replace the n-bit
RCA, an n+1bit BEC is required. A structure and the
function table of a 4-b BEC.  Fig. 6 illustrates how the
basic function of the CSLA is obtained by using the 4-bit
BEC together with the mux. One input of the 8:4 mux
gets as it input (B3, B2, B1, and B0) and another input
of the mux is the BEC output. This produces the two
possible partial results in parallel and the mux is used to
select either the BEC output or the direct inputs according
to the control signal Cin. The importance of the BEC
logic stems from the large silicon area reduction when
the CSLA with large number of bits are designed. The
Boolean expressions of the 4-bit BEC is listed as (note
the functional symbols  ~NOT, & AND, ^XOR). The
Modified CSLA architecture has been developed using
Binary to Excess -1 converter (BEC). This paper
proposes an efficient method which replaces a BEC using
common Boolean logic. The result analysis shows that
the proposed architecture achieves the three folded
advantages in terms of area, delay and power.

4. 6-BIT BEC

     A BEC(binary to excess-1 converter) is a converter
which provides the excess 1 value of a corresponding
code which is provided at the input.

Fig.6 Block diagram of proposed sqrt carry select adders

Table 1 BEC Input-output

Fig.7 Block diagram of 5 bit BEC

5. SIMULATION RESULTS

Fig.8 Simulation results for proposed adder

6. RTL SCHEMATIC LAYOUT & FLOOR
    PLAN IN FPGA

Fig. 9 RTL schematic layout
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Fig. 10.  Floor plan in FPGA

7. COMPARISON OF AREA, SPEED AND
     POWER

Table 2 Comparision of Area, Speed and Power
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8. CONCLUSION

     The Proposed adder is very faster when compared
to other conventional adders. The proposed adder
consumes low power when compared to other
conventional adders. Hence a high speed low power
adders is proposed. In this proposed adder a set of 20
bits will be evaluated in just 8 clock pulses.

REFERENCES

[1] Beaumont-Smith, N. Burgess, S.Lefrere, C.C.Lim,
“Reduced latency IEEE floating-point standard adder
architectures”, Computer Arithmetic, 1999.
Proceedings. 14th IEEE Symposium on ,14-16 April
1999.

[2] M.D. Ercegovac and T. Lang,”Digital Arithmetic”,
San Francisco: Morgan Daufmann, 2004.

[3] J.D. Bruguera and T. Lang, “Using the Reverse-
carry Approach for Double Datapath Floating-point
Addition”, In Proceedings of the 15th IEEE
Symposium on Computer Arithmetic, pp.203-10.

IJEST  Vol.8  No.1&2  January - December  2014 94

G. Dhanasekaran, N. Parthasarathy and B. Achuthan



Optimization of Structural Parameters of Polyester Filament Plain Knitted Fabric
for its Comfort Properties for Different Climates

P. Rahothami1and  R.Varadaraju2
1Apparel Technology and Management, 2Department of Fashion Technology,

Kumaraguru College of Technology, Coimbatore - Tamil Nadu

E-mail: rahoselvi@gmail.com

Abstract

     The thermal and moisture comfort of a fabric depends on air permeability and vapor transport, sweat
absorption and drying ability. Polyester knitted fabric is mostly used in sportswear. 15 samples of  100%
polyester filament yarn is knitted in single jersey structure with variation in filament denier ,fabric loop length
and yarn denier and tested for its  water vapor permeability, air permeability, water absorbency and drying
time . In this study analysis of variance is done for the moisture comfort properties. With the decrease in
filament denier there is an increase in moisture absorbency rate, WVP, drying rate but there is a decrease in air
permeability. With the decrease in loop length there is increase in WVP, absorbency rate and drying rate but
there is a decrease in air permeability. With increase in yarn denier there is an increase in WVP, absorbency
rate and drying rate but there is a decrease in air permeability. The regression equations were predicated for
water vapor permeability, air permeability absorbency rate and drying rate. Optimization are made with these
parameter using Box and Behnken design for three climates viz hot and Humid , Hot and Dry and Cold
weather.

Keywords: Air permeability, Filament denier, Fabric loop length, Water vapor permeability, Water

                  absorbency, Yarn denier.

1.   INTRODUCTION

     Textiles worn in direct contact with the skin, especially
with active wears, support the functions of the body. It
should be comfortable to the wearer defined by fit,
elasticity in movement, tailored shape and feel, better
moisture absorbency and moisture regain, dimensionally
stable.  Comfort plays main role in various
applications, particularly sportswear. It is expected from
a garment to help to protect thermal balance of the body,
and to maintain the body temperature and humidity. The
heat and fluid transmitting properties of textiles, which
are fundamental factors that affect clothing comfort. The
thermal and moisture comfort of a fabric depends on
several factor i.e. heat and vapor transport, sweat
absorption and drying ability. Moisture comfort is
measured with various aspects of water vapor resistance,
wick ability – horizontal/vertical. Polyester is a man-
made fiber which is hydrophobic in nature and it is
widely used in sports apparel due to its high strength,
elongation, abrasion and moisture Vapor permeability
when compared to cotton. The main objective of this
study is to study the moisture comfort properties of 100%
polyester filament knitted fabric by making changes in

the fabric structural factors filament denier, fabric loop
length  and yarn denier and optimization are made
with this parameter using Box and Benkens design with
15 samples.

2. MATERIALS AND METHODS

     Table 1 shows that the 15 samples of 100%
polyester filament yarn is knitted in  single jersey
structure with the following variation in Filament denier
,Fabric loop length and Yarn denier in a Mesdan Lab
knitting machine with 240 needles and 3.5 inch diameter.

2.1 TESTING OF FABRIC PROPERTIES
2.1.1 Water Vapour Permeability

     Water Vapour Permeability was carried out by cup
method. A Test specimen is sealed over the open mouth
of a test dish which contains water. Following a period of
time to establish equilibrium of the water vapour pressure
gradient across the sample, successive readings of the
assembled specimen is calculated. ASTM standard E96,
BS 7209.
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Table 1 Samples of Filament Denier, Fabric Loop Length
and Yarn Denier

2.1.2  Air Permeability

     This method is based on the measuring of the rate
of flow of air through a given area of fabric by a given
pressure drop across the fabric. ASTM D737-96.

2.1.3 Water Absorbency

     The rate of water absorbency in grams/minute is
measured by allowing the water drop by drop from 10
mm height on a 10cm*10cm fabric sample

2.1.4 Drying Rate

     The time required in minutes to completely dry the
absorbed moisture/minute at skin Temperature of 33 deg
C and 65% RH is recorded as drying time.

3.   RESULT & DISCUSSION
3.1 Effect of Various Factors
3.1.1 Filament denier

     Decrease in filament denier results in more surface
area of the filament for the same Yarn  denier. It also
reduces  the yarn  diameter and bending rigidity. More
surface area is the reason for increasing the WVP,
absorbency and drying rate.

3.1.2 Yarn Denier

     Decrease in yarn denier reduces the fabric thickness,
loose structure, lesser GSM, lesser surface area lesser
into yarn friction. All the above conditions are the reason
for lower WVP, lower absorbency and higher air
permeability with lesser yarn denier

3.1.3 Loop Length

     Decrease loop length result in more tighter fabric,
higher stitch density, higher GSM,higher thickness, lesser
air space within the Fabric, higher inter yarn friction.
Extreme tightness reduces absorbency due to higher
inter yarn friction. Moderate tightness absorbs the water
easily and holds it. Low loop length even though have
access for water absorbency it doesn’t hold the water.

3.2 Surface Plot

     The surface plots on the effects various factors on
the moisture comfort properties are given below:

Fig.1 Surface plot for water vapor permeability Vs
Looplength, Yarn denier

Fig. 2 Surface plot for air permeability Vs Looplength,
Yarn denier
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Fig.3 Surface plot for drying time Vs
Looplength, Yarn denier

Fig.4 Surface plot of water vapour permeability Vs Loop
length, Fil denier

Fig.5 Surface plot of air permeability Vs Loop length,
Filament denier

Fig. 6 Surface plot for drying time Vs
Looplength, Filament denier

3.3 ANALYSIS OF VARIANCE OF DIFFERENT
       PROPERTIES
3.3.1 Water Vapour Permeability

     WVP increases with increase in yarn denier (41%)
decrease in loop length (39%) decrease in filament
denier (20%). The increase in WVP is due to higher
surface area of filaments with shorter loop length, higher
yarn denier and lower filament denier.

3.3.2 Air Permeability

     Air permeability with increase in loop length (81%)
and increase in filament denier (19%). The air
permeability increases due to the increase in () due to
longer loop length and increase in filament denier.

3.3.3 Water Vapor Absorbency

     The water vapor absorbency  increases with
increase in yarn denier (12%), decrease in filament
denier (77%) increase in loop length (11%). This is due
to the availability of more surface area and loose
structure.

3.3.4 Drying Time

     The drying time increases with increase in yarn
denier (24%) and decrease in filament denier (41%) and
increase in loop length (72%). This is due to availability
of more surface area and loose structure.
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Table 3 Regression Coefficients

3.5 Regression Equation

Y = aX
1
+bX

2
+cX

3
+dX

1
2+eX

2
+fX

3
+gX

1
X

2
+hX

2
X

3
+

Constant.

3.6 Structural Factors for Optimum Moisture
     Comfort

     The fabric must allow for high water vapor
transmission and air permeability in order to reduce the
thermal strain. To be effective under this condition, fabric
must retain minimum amountof moisture this will facilitate
moisture transfer by diffusion and forced convection.
Higher water absorption rate makes the skin dry but slow
rate of drying gives buffering effect.

3.4 REGRESSION COEFFICIENTS FOR WVP, AIR PERMEABILITY, ABSORBENCY, DRYING
     TIME

3.6.1 Hot and dry climate (>35degC & <50% RH)
Parameters

Global Solution
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Predicted Responses

Composite Desirability = 0.87150

3.6.2 Hot and humid climate (>35Deg C & >75%
         RH)

      To be effective under this condition the fabric must
have higher water vapor transmission, air permeability,
moisture absorbency and quicker drying time.

Global Solution

Parameters

Predicted Responses

Composite Desirability = 0.78501

3.6.3 Cold climate

     Insulation of clothing is the main factor in cold
weather. The effective fabric must have good WVP to

Parameters

Global Solution Predicted Responses

Composite Desirability = 0.61455
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transmit insensible perspiration, lower air permeability to
reduce heat loss from the body.



4. CONCLUSION

     With the decrease in filament denier there is an
increase in moisture absorbency rate, WVP, drying rate
but there is a decrease in air permeability. With the
decrease in loop length there is increase in WVP,
absorbency rate and drying rate but there is a decrease

in air permeability. With increase in yarn denier there is
an increase in WVP, absorbency rate and drying rate
but there is a decrease in air permeability. The regression
equations were predicated for water vapor permeability,
air permeability absorbency rate and drying rate. The
structural factors for moisture comfort is optimized for
single jersey knitted fabrics from polyester filament are
given below.
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Abstract

     With increase in living standards of the population and the concept of consumption, the development of
fibers and fabrics focusing on green and environmental protection for apparel will be based on natural fabrics.
Since the 21st century, the “green” consumption of the world has risen rapidly, and green fiber and eco-
textiles has become the developing trend of the textile industry. The new trend for nettle fibre has been driven
by concern over the environmental damage caused by the production of natural and synthetic fibres. Retting
is the main challenge faced during the  processing of  nettle  plants for the  production of long fibres.The
traditional methods for separating the long fibres are by dew and water retting. Both methods require 14 to 28
days to degrade pectin materials, hemicellulose and lignin. Even though the  fibres produced from  water
retting can be  of high quality, the  long duration and polluted water have made this method less attractive.
The alternative method is bio-retting where enzyme is used for removing the fibre from the stem of the plant.
The enzymatic retting process has apparent advantages over the other retting processes by having significantly
shorter time and good quality of the fibre. For bio- retting process of the nettle fibre the process parameters
have to be optimized in order to improve the efficiency of the fibre to be removed from its bark.

Keywords: Bio-retting, Enzyme, Box - Behnken analysis, Nettle

1. INTRODUCTION

     Nettle occurs as a perennial plant in Europe and in
the temperate zones of Asia and America. It is a
dioecious plant growing 30-150cm tall. The plant has
simple, opposite, sharply toothed leaves (5-10cm long)
with persistent stipules and stinging trichomes. The hairs
covering the stems and leaves are filled with fluid and
break off when touched, leaving a sharp point like a small
hypodermic needle that allows the fluid to enter the skin
and cause blistering. The unpleasant compounds are
thought to be a histamine and acetyl-choline. The nettle
plant contains high quality fibre, with properties similar to
flax and hemp, consisting up to 17% by weight of the
plant. The fibre has remarkable high tensile strength,
fineness, low specific weight and average length of 4m,
this allows production of fine fabrics and technical
applications. Fibre from the nettle plants has a cellulose
content of 86.5%. High cellulose content of the crop may
also be utilised in industrial applications.

2. OBJECTIVE

     To optimize the process parameter for bio-retting of
nettle fibre using Box- Behnken statistical design.

3. MATERIALS

     The nettle stems were sourced from North India. The
outer region of the stem of the nettle plant is the source
of the nettle fibre.The fibre from these raw materials
have to be extracted using either mechanical or
enzymatic process. Enzymatic retting was chosen as the
process for extraction of fibre and pectinase enzyme
was used for the bio-retting process. To optimize the
process for bulk treatment of the fibre the variables taken
are enzyme concentration, pH and temperature.

3.1 Material Particulars

Table 1 Material Particulars( Raw Fibre)
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4. PROCESS PARAMETERS
4.1 Design of Experiment

     Box-Behnken design is amethod for developing a
mathematical model used to find combinations of factors
that yieldoptimalbusinessperformance. Box-Behnken
design is a type of response surface method, which
providesdetailedinformation about the solution space,
allowing researchers to better understand the forces
affecting the output of the model. The advantages of
Box-Behnken Design include the fact that they are all
spherical designs which require factors to be run at only
three levels. Box- behnken analysis is an effective
statistical method based on a multivariate non-linear
model, and has been widely used for optimizing

Table 2 Process Parameters

Table 3 Details of Experiment According to Box Behnken Design of  Experiment

complex  process variables (Liu 2012).The software
MINITAB 17 was used for the statistical analysis of the
optimization process This method was adopted to
formulate the experimental design, with three variables
in three levels to give fifteen different combinations of
processing treatments as given in Table 2 and Table 3.

     Pectinase enzyme is used for the bio-retting process
of the fibre.Pectinasesare a  heterogeneous group of
related enzymes that  hydrolyze  the  pectic substances,
present mostly in plants. Pectinase has a quite specific
three-dimensional structure and is adsorbed onto the
pectin substrate in lock and key function. At the interface
between the pectinase/pectin associated complex,
hydrolysis of the pectin is very strongly accelerated. The
hydrolysis produces products that diffuse away from the

primary wall matrix, loosing the matrix structure and
releasing the enzyme to become very rapidly attached to
another area of the pectin substrate.They are of prime
importance for plants as they help in cell wall extension
and softening of some plant tissues during maturation and
storage. They also aid in maintaining ecological balance
by causing decomposition and recycling of waste plant
materials.Gyro washing machine was used for the
processing of the fibre.The ingredients were added with
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the water inside the machine and was worked for 15
minutes. After the intial run the fibrewas added along
with the other ingredients. The machine was run for 45
minutes with different parameters mentioned above.
After the process, the fibrewas washed with hot water
at 70°C in order to deactivate the enzyme. This process
is followed by cold rinse of the fibre at room temperature.

4.2 Statistical  Analysis

     The optimization based on theanalysis of the
relationship of each response with the three independent
variables is given in the equation 1.
Y= B+(B

1
*X

1
)+(B

2
*X

2
)+

(B
3
*X

3
)+(B

12
*X

1
*X

2
)+(B*X1*X3)+

(B
23

*X
2
*X

3
)+(B

11
* X1*X1)+

B
22

*X2*X2)+(B
33

*X3*X3)   _________        Eq.1

y= predicted response, B= model constant.
B1=slope or linear effect of the input factor X1, B2=
quadratic effect of input factor X2,
B3= quadratic effect of input factor X3,

B12= linear interaction effect between the input factor
Xi and Xj.

     Accordingly Xjand Xijrepresent the coded
independent variables, respectively.

     The strength and flexural rigidity values were taken
as the response for the different combinations (y).
Enzyme concentration was taken as X1, pH as X2and
temperature was X3.The constants B1,B2,B3, B12 etc
were taken from the multiple regression equation as
mentioned above.

4.3 Strength

Strength is the maximum stress that a fibre can
withstand while being stretched or pulled before failing
or breaking. The strength of the fibre is measured using
INSTRON.\

4.4 Flexural Rigidity

     The flexural rigidity of coarse monofilaments
may be measured  by deformation of loops under an
applied load.the flexural rigidity  is given  by  the
formula

Flexural rigidity(mg.cm²)= KWL² (cos Ø/tanØ) Where,
K = applied load in grams
L = circumferential length of the ring in cms
Ø = 493d/L
d = deflection of lower end of the ring under action of
applied load
W is chosen such that Ø lies between 40° and 50°. W is
in gms.

Table 4 Observed Values of Strength and Flexural Rigidity of the Fibre
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5.1 Response Surface Regression: Strength
      Versus Enzyme Concentration, pH,
      Temperature
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Table 5 Analysis of Variance

      The coefficient values were substituted for all the
constants in the multiple regression equation as per the
results obtained in the minitab analysis. The r² value was
found to be 97.34% and the F-value was 20.31 showing
that the the results of the optimization process was
significant at 1% level .the analysis of variance results
are given in table 5. The surface plots showing the effect
of pH, enzyme concentration and temperature on
strength are given in table 6.

Table 6 Surface Plot of Strength vs Enzyme Concentration, pH, Temperature

IJEST  Vol.8  No.1&2  January - December  2014 104

A. Preethi1 and R. Shanthi2



5.2 Response Surface Regression: Flexural
Rigidity Versus Enzyme Concentration, pH,
Temperature
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Table 7 Analysis of Variance

     The coefficient values were substituted for all the
constants in the multiple regression equation as per the
results obtained in the minitab analysis. The r² value was
found to be 97.75% and the F-value was 24.17 showing
that the results of the optimization process was significant
at 1% level . The analysis of variance results are given
in table 7 . The surface plots showing the effect  of pH,
enzyme concentration and temperature on strength are
given in table 8.

Table 8 Surface Flexural Rigidity vs Enzyme concentration, pH, Temperature
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5. CONCLUSION

     The retting process of the nettle fibre is made easy
with the help of the enzymatic treatment. The optimized
processing parameters for bio-retting of the nettle fibre is
enzyme concentration- 1.5, pH-5 and temperature- 60°C.
Box - Behnken model has been used to prove that the
optimized process parameters were statistically
significant at 1% level. The enzymatic process ps to
remove fibre from the pith of the plant easily during the
retting process. The bio-retting process help to save the
processing time and it is also free from chemicals.
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Abstract

     Among 2D-to-3D image conversion methods, those involving human operators have been most successful
but also time-consuming and costly. Automatic methods, that typically make use of a deterministic 3D scene
model, have not yet achieved the same level of quality as they often rely on assumptions that are easily
violated in practice. In this paper, we adopt the radically different approach of “learning” the 3D scene
structure. We develop a simplified and computationally-efficient version of our recent 2D-to-3D image
conversion algorithm. Given a repository of 3D images,either as stereopairs or image+depth pairs, we find k
pairs whose photometric content most closely matches that of a 2D query to be converted. Then, we fuse the
k corresponding depth fields and align the fused depth with the 2D query. Unlike in our original work, we
validate the simplified algorithm quantitatively on a Kinect-captured image+ depth dataset against the Make3D
algorithm. While far from perfect, the presented results demonstrate that online repositories of 3D content can
be used for effective 2Dto-3D image conversion.

1. INTRODUCTION

      The availability of 3D-capable hardware today, such
asTVs, Blu-Ray players, gaming consoles, and
smartphones,is not yet matched by 3D content production.
Althoughconstantly growing in numbers, 3D movies are
still anexception rather than a rule, and 3D broadcasting
(mostlysports) is still minuscule compared to 2D
broadcasting. Thegap between 3D hardware and 3D
content availability islikely to close in the future, but today
there exists an urgentneed to convert the existing 2D
content to 3D.A typical 2D-to-3D conversion process
consists of twosteps: depth estimation for a given 2D
image and depthbasedrendering of a new image in order
to form astereopair. While the rendering step is well
understoodand algorithms exist that produce good quality
images,the challenge is in estimating depth from a single
image(video). Therefore, throughout this paper the focus
is ondepth recovery and not on depth-based rendering,
althoughwe will briefly discuss our approach to this
problem later.There are two basic approaches to 2D-to-
3D conversion:one that requires a human operator’s
intervention and onethat does not. In the former case,
the so-called semiautomaticmethods have been proposed
where a skilledoperator assigns depth to various parts
of an image orvideo. Based on this sparse depth
assignment, a computeralgorithm estimates dense depth
over the entire image orvideo sequence. The involvement
of a human operator mayvary from just a few scribbles
to assign depth to variouslocations in an image to a
precise delineation of objectsand subsequent depth
assignment to the delineated regions.In the case of

automatic methods, no operator interventionis needed and
a computer algorithm automaticallyestimates the depth
for a single image (or video). Tothis effect, methods have
been developed that estimateshape from shading,
structure from motion or depth fromdefocus. Although
such methods have been shown to workin some restricted
scenarios they do not work well forarbitrary scenes. In
an attempt to equip 3D TVs, Blu-Rayplayers and gaming
consoles with real-time automatic 2Dto-3D conversion,
consumer electronicsmanufacturers havedeveloped
simpler techniques that rely on various
heuristicassumptions but such methods fail on more
challengingscenes. Recently, machine-learning-inspired
methods havebeen proposed to automatically estimate
the depth mapof a single monocular image by applying
image parsing.Although restricted to architectural scenes,
these methodsopened a new direction for 2D-to-3D
conversion. We willreview both semi-automatic and
automatic methods inSection II in detail.The methods
we propose in this paper, carry the “bigdata” philosophy
of machine learning. In consequence, theyapply to
arbitrary scenes and require no manual annotation.Our
data-driven approach to 2D-to-3D conversion has
beeninspired by the recent trend to use large image
databases forvarious computer vision tasks, such as object
recognition and image saliency detection . In particular,
wepropose a new class of methods that are based on
theradically different approach of learning the 2D-to-
3D conversion from examples. We develop two types
of methods.The first one is based on learning a point
mapping fromlocal image/video attributes, such as color,
spatial position,and motion at each pixel, to scene-depth
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at that pixel usinga regression type idea. The second
one is based on globallyestimating the entire depth map
of a query image directlyfrom a repository of 3D images
(image+depth pairs orstereopairs) using a nearest-
neighbor regression type idea.Early versions of our
learning-based approach to 2D-to-3Dimage conversion,
either suffered from high computationalcomplexity  or
were tested on only a single dataset. Here, we introduce
the local method and evaluate thequalitative performance
and the computational efficiencyof both the local and
global methods against those of theMake3D algorithm
and a recent method proposed byKarschet al. We
demonstrate the improved quality ofthe depth maps
produced by our global method relativeto state-of-the-
art methods together with up to 4 ordersof magnitude
reduction in computational effort. We alsodiscuss
weaknesses of both proposed methods.The paper is
organized as follows. In Section II, wereview the state
of the art in 2D-to-3D image conversion.In Section III,
we describe the conversion based on localpoint
transformation and in Section IV we provide detailsof
the global approach to the conversion. In Section V,
weshow numerous experimental results.

2. STATE OF THE ART

     Semi-automatic methods Generating depth maps in
a segmentation-based framework is an intuitiveprocess.
Rather than just considering each label as a
separateobject, we now consider each label as a separate
depth, and can ultimatelybe seen as a case of multi-label
segmentation. The usermerely has to mark each object
and specify their relative depths.This is sufficient, as noted
in , the exact depth values do not haveto be known. Our
proposed method is a two stage process using
thesmoothing properties of Random Walks , and the hard
segmentationreturned by Graph Cuts . Like , Random
Walks is the solution to a linear system and has problems
preserving strong edges,but Graph Cuts does this quite
well. However, the hard segmentationwith Graph Cuts
does not respect smooth gradients or fine detail.
Bycombining the two, we can retain strong object
boundaries while alsoallowing for smooth gradients.

2.1 Final Depth Map Generation with Depth Prior

     To incorporate the two together, ideally, the merging
should use theedge-preserving properties of the depth
prior to provide strong objectboundaries while still
preserving the fine detail inside of the
objects.Furthermore, Random Walks should provide a

smoothing action inareas where the hard edges of Graph
Cuts are not appropriate, suchas an area of gradually
increasing distance like the groundto the user-provided
normalized depth values. We can do this sincewe assume
that a finite number of user labels, and initial labelling
isstored inside an 8-bit image. After the depth prior is
obtained, weuse T[k] to convert the depth prior to match
the normalized initialuser-provided depth values.To finally
incorporate the aforementioned information into
theRandom Walks algorithm, we append this information
into the edgeweights. In the original SSRW framework,
the edge weights werecalculated using Eq. 2 in the same
color space, and with the sameparameters, with the
exception of  = 1.

2.2 Automatic Method

     The problem of depth estimation from a single 2D
image,which is the main step in 2D-to-3D conversion,
can beformulated in various ways, for example as a
shape-fromshadingproblem. However, this problem is
severelyunder-constrained; quality depth estimates can
be foundonly for special cases. Other methods, often
called multiviewstereo, attempt to recover depth by
estimating scenegeometry from multiple images not taken
simultaneously.For example, a moving camera permits
structure-frommotionestimation  while a fixed camera
with varyingfocal length permits depth-from-defocus
estimation .Both are examples of the use of multiple
images of thesame scene captured at different times or
under differentexposure conditions Several electronics
manufacturers have developed realtime2D-to-3D
converters that rely on stronger assumptionsand simpler
processing than the methods discussed above,e.g.,
faster-moving or larger objects are assumed to becloser
to the viewer, higher frequency of texture is assumedto
belong to objects located further away, etc. Althoughsuch
methods may work well in specific scenarios . In our
first attempt,we developed a method that fuses SIFT-
aligned depth mapsselected from a large 3D database,
however this approachproved to be computationally
demanding . Subsequently,we skipped the costly SIFT-
based depth alignment and useda different metric (based
on histogram of gradients) forselecting most similar depth
fields from a database.

3. 2D-TO-3D CONVERSION BY LEARNING A
    LOCALPOINT TRANSFORMATION

     The first class of conversion methods we are
presentingis based on learning a point transformation that
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relates locallow-level image or video attributes at a pixel
to scene-depthat that pixel. Once the point transformation
is learned, it isapplied to a monocular image, i.e., depth
is assigned to apixel based on its attributes. This is in
contrast to methodsdescribed in Section IV where the
entire depth map of aquery is estimated directly from a
repository of 3D images(image+depth pairs or
stereopairs) using a nearest-neighborregression type
idea.A pivotal element in this approach is a point
transformationused to compute depth from image
attributes. Thistransformation can be estimated either
by training on aground-truth dataset, the approach we
take in this paper, ordefined heuristically. Let I = {(~I1,
d1), (~I2, d2), ..., (~IK, dK)}denote a training dataset
composed of K pairs (~Ik, dk),where ~Ikis a color image
(usually in YUV format) anddkis the corresponding depth
field. We assume that allimages and depth fields have
the same spatial dimensions.Such a dataset can be
constructed in various waysWe now discuss how the
individual color-depth, locationdepth,and motion-depth

transformations as well as theweights are learned.Fig. 1
shows a sample video frame with depth mapsestimated
from color, location and motion cues separately,as well
as the final combined depth map. In order to obtaina
color-depth transformation fc, we first transform the
YUVspace, commonly used in compressed images and
videos,to the HS V color space. We found out that the
saturationcomponent (S ) provides little depth
discrimination capacityand therefore we limit the
transformation attributes to hue(H) and value (V). Let
[Hk[x], S k[x], Vk[x]]Tbe the HS Vcomponents of a
pixel at spatial location x quantized toL levels. The depth
mapping fc[h, v], h, v = 1, ..., L iscomputed as the
average of depths at all pixels in I withhue h and value
v:fc[h, v] = PKk=1 Px1(Hk[x] = h, Vk[x] =
v)dk[x]PKk=1 Px1(Hk[x] = h, Vk[x] = v)  (1)
The location-depth transformation flis simply the
averagedepth computed from all depth maps in Iat the
same location:
fl[x] =1KK Xk=1dk[x]. (2)

4. 2D-TO-3D CONVERSION BASED ON
    GLOBALNEAREST-NEIGHBOR DEPTH
    LEARNING

     While 2D-to-3D conversion based on learning a
localpoint transformation has the undisputed advantage
of computationalefficiency – the point transformation can
belearned off-line and applied basically in real time –
thesame transformation is applied to images with
potentiallydifferent global 3D scene structure. This is
because this typeof conversion, although learning-based,
is based on purelylocal image/video attributes, such as
color, spatial position,and motion at each pixel. To
address this limitation, inthis section we develop a second
method that estimates theglobal depth map of a query
image or video frame directlyfrom a repository of 3D
images (image+depth pairs orstereopairs) using a
nearest-neighbor regression type idea.

1) search for representative depth fields: find k
3Dimages in the repository I that have most similar depthto
the query image, for example by performing a knearest-
neighbor (kNN) search using a metric basedon
photometric properties,
2) depth fusion: combine the k representative depth
fields, for example, by means of median filteringacross
depth fields
3. cross-bilateral depth filtering: smoothing of
themedian-fused depth field to remove spurious
variations,while preserving depth discontinuities,
4. stereo rendering: generation of the right image ofthe
stereopair using the 2D query (left) image andsmoothed
median depth field followed by suitable processingof
occlusions and newly-exposed area.
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2.1. kNN Search

     There exist two types of images in a large 3D
imagerepository: those that are relevant for determining
depth ina 2D query image, and those that are irrelevant.
Imagesthat are not photometrically similar to the 2D
query need tobe rejected because they are not useful
for estimating depth(as per our assumption). Note that
although we might misssome depth-relevant images, we
are effectively limiting thenumber of irrelevant images
that could potentially be moreharmful to the 2D-to-3D
conversion process. The selectionof a smaller subset of
images provides the added practicalbenefit of
computational tractability when the size of thedictionary
is very large.Our 2D query image Q is the left image
from a stereopairwhose right image QR is unknown. We
assume that adatabase of 3D images or videos I, such
as the NYU depthdatabase  or YouTube 3D, is available,
and thatfor eachRGB image Ii in the database the
corresponding depth field

2.2. Depth Fusion

     In general, none of the NN image+depth pairs(Ii, di),
i “ K match a query Q accurately (Figure 2). However,the
location of some objects (e.g., furniture) and partsof the
background (e.g., walls) is quite consistent with thosein
the query. If a similar object (e.g., table) appears at a
similarlocation in several kNN images, it is likely that
such anobject also appears in the query and the depth
field beingsought should reflect this. We compute this
depth field byapplying the median operator across the
kNN depths at eachspatial location x as follows:
d[x] = median{di[x], “i “ K}.(1) Fig. 4 shows search
results for two outdoor query imagesperformed on the
Make3D dataset #1. Although none of the four kNNs
perfectly matches the corresponding 2D query,the general
underlying depth is somewhat related to that expected in
the query. In Fig. 5 we show search results for two indoor
query images (office and dining room)performed on the
NYU Kinect dataset. While some of the retained images
share local 3D structures with the query image, e.g., a
large table in the dining room, other images do not.

2.3 Cross-bilateral Depth Filtering

     While the median-based fusion helps make depth
moreconsistent globally, the fused depth is overly smooth
and locally inconsistent with the query image due to:
1. misalignment of edges between the fused depth field
and query image

2. lack of fused depth edges where sharp object
boundaries occur
3. lack of fused depth smoothness where smooth
depthchanges are expected.

2.4 Stereo Rendering

     In order to generate an estimate of the right
imagebQRfrom the monocular query Q, we need to
computea disparity  from the estimated depth bd.
Assuming thatthe fictitious image pair (Q, bQR) was
captured by parallelcameras with baseline B and focal
length f , the disparity issimply [x, y] = Bf /bd[x], where
x = [x, y]T . We forwardprojectthe 2D query Q to
produce the right image:bQR[x + [x, y], y] = Q[x, y]
(5)while rounding the location coordinates (x + [x, y],
y) tothe nearest sampling grid point. We handle
occlusions bydepth ordering: if (xi + [xi, yi], yi) = (xj+
[xj, yi], yi) forsome i, j, we assign to the location (xi +
[xi, yi], yi) inbQRan RGB value from that location (xi,
yi) in Q whosedisparity [xi, yi] is the largest. In newly-
exposed areas, i.e.,forxjsuch that no xi satisfies (xj, yi) =
(xi + [xi, yi], yi).

5. EXPERIMENTAL RESULTS

     We have tested our approach on two datasets:
theMake3D dataset #1 composed of 534 outdoor images
with depth fields captured by a laser rangefinder and
the NYU Kinectdataset  composed of1449 pairs of RGB
images and corresponding depth fields.Note that the
Make3D images are of 240×320 resolutionbut the
corresponding depth fields are only of 55×305spatial
resolution and relatively coarse quantization. In order to
evaluate the performance of the proposedalgorithms
quantitatively, we first applied leave-one-outcross-
validation (LOOCV) as followswhereN is the number
of pixels in bdand dQ, bdand dQarethe empirical
means of bdand dQ, respectively, while bdand dQare
the corresponding empirical standard deviations.The
normalized cross-covariance C takes values between -1
and +1 (for values close to +1 the depths are very
similarand for values close to -1 they are
complementary).An important parameter in the global
algorithm is thenumber of nearest neighborsk to be used.
The original Make3Dalgorithm was trained on images
from the Make3D dataset#1 and associated laser-
scanned depth maps of mostlyarchitectural structures.
Admittedly, it was not optimizedfor indoor scenes that
the Kinect depth dataset is composedof, however there
is no option provided to re-train Make3Don other
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datasets. The method of  Karsch et al. is essentiallybased
on our earlier work using SIFT flow . It consistsof finding
nearest neighbors using high-level features (theyuse k =
7), followed by SIFT-flow to warp the k depthfields to
the current image, and optimization to combinethe warped
depths while imposing a smoothness constraintand a
global depth prior. They do not, however, use
mediandepth fusion and CBF.Table I shows experimental
results obtained from 534.have no training phasebut learn
the depth from k best examples found for eachquery
image. As we have already mentioned, the Make3D
algorithm. However, the skew of the building and lamp
post in the first row and the edge jaggedness on the
building wall in the second row for images produced by
the Make3D algorithm are visually disturbing1..

6. CONCLUSION

     We have proposed a simplified data-driven 2D-to-
3D conversion method and have objectively validated its
performanceagainst state-of-the-art Make3D algorithm.
Theproposed algorithm compares favorably in terms of
both estimateddepth quality and computational
complexity. Admittedly,the validation was limited to a
database of indoorscenes on which Make3D was not
trained. The generatedanaglyph images produce a
comfortable 3D perception butare not completely void
of distortions. With the continuouslyincreasing amount
of 3D data on-line and with therapidly growing computing
power in the cloud, the proposedalgorithm seems a
promising alternative to operator assisted 2D-to-3D
conversion.
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Abstract

     Multiple input and multiple output orthogonal frequency division multiplexing (MIMO-OFDM) is a high-
flying technology for fourth generation mobile radio communication.  OFDM is a special case of multi-
carrier-modulation (MCM) technique that divides the high data rate input bit streams into large number of
lower rate sub streams and each sub stream is transmitted over orthogonal subcarriers.   The main benefit of
MIMO-OFDM system is its resourceful deployment of bandwidth, multipath delay spread tolerance and
alleviation of inter symbol interference (ISI) in frequency selective fading channels. However, the main
drawback of MIMO-OFDM system is high peak to average power ratio (PAPR). One of the well-known peak
to average power ratio (PAPR) reduction schemes for MIMO-OFDM systems is selected mapping (SLM)
scheme. In this paper, phase offset selected mapping (P-SLM) scheme is proposed which is used to reduce the
PAPR in Alamouti coded MIMO-OFDM systems. The P-SLM scheme does not need to reserve bits for the
transmission of side information, resulting in increase of the data rate. Theoretical analysis and simulation
results show that the P-SLM scheme could offer good PAPR reduction performances compared to the
conventional SLM scheme.

Keywords: Multiple input multiple output orthogonal frequency division multiplexing (MIMO-OFDM), Peak-
                  to-average power ratio (PAPR), Phase offset - selected mapping (P-SLM), Blind selected mapping
                 (B-SLM).

1.INTRODUCTION

     Multiple-input multi-output orthogonal frequency
division multiplexing (MIMO-OFDM) systems have
achieved significant interests due to its potential in
achieving high data rate and providing    reliable
performance    of    diversity   and spatial multiplexing.
However, the shortcoming of OFDM-based transmission
systems is the high peak-to-average power ratio (PAPR)
of the transmitted signals [9]. This in turn leads to in-
band distortion across subcarriers and undesired spectral
regrowth if the linear range of the high power amplifier
(HPA) is not sufficient at the OFDM transmitter.

     To reduce the PAPR of the OFDM many techniques
have been developed such as clipping and filtering [4],
partial transmit sequence (PTS) [10], selective mapping
(SLM) [2], companding [8] and adaptive all pass filters
[3]. Many techniques have been proposed to reduce
PAPR in MIMO-OFDM [7] also. SLM technique is
considered as the best among the available techniques,
since it reduces the PAPR value without causing any

distortion to the signal. In conventional SLM technique,
the OFDM signal is phase rotated using the phase rotation
sequence and the sequence is transmitted as side
information (SI) along with the transmitted signal. Due
to these extra bits, data rate is decreased. Further, the
SI interferes in the frequency selective fading channels,
leading to huge degradation of the system in terms of bit
error rate (BER). The available blind SLM (B-SLM)
scheme for Alamouti MIMO-OFDM systems performs
PAPR reduction without  the  use  of  SI  [5].  The
phase  rotation  sequence  in B-SLM uses only 1,-1 which
is not suitable for many cases.

     In this paper, a phase offset SLM scheme, called as
the P-SLM scheme, is proposed to reduce the PAPR in
Alamouti MIMO-OFDM systems without SI. In P-SLM
scheme, the signals at different transmitting antennas
are differentiated from one another using phase offsets.
These phase offsets correspond to the phase rotation
sequence and hence transmission of SI is not required
here. At the receiver, minimum Euclidean distance
(MED) decoder is proposed, which decodes the signal
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with phase offset that has minimum Euclidean distance.
Since SI can be estimated from the phase offsets, no
extra bits are reserved.

     The rest of the paper is organized as follows: In Section
2, a brief description of Alamouti MIMO-OFDM systems
is given. Section 3 reviews about C-SLM scheme. The P-
SLM scheme is proposed in detail in Section 4. In Section
5, simulation results of P-SLM scheme compared with other
schemes are shown. The conclusion is summarized in
Section 6.

2. ALAMOUTI MIMO – OFDM SYSTEMS
2.1 Alamouti MIMO-OFDM Systems Selecting a
      Template

     In this paper, Alamouti MIMO-OFDM systems with
two transmit antennas [1] based on Alamouti space
frequency block coding (SFBC) is considered. Hence
the input data block, X={X(k), k=0,1,…,N-1} is encoded
into two vectors X1 and X2, given by equation (2.1),

X1 = [X(0), -X*(1), …, X(N-2), - X*(N-1)],
X2 = [X(1), X*(0), …, X(N-1),  X*(N-2)]         - (2.1)

where X(k) is modulated by a given signal constellation
, N is the number of sub-carriers, and (.)* denotes the
complex conjugate operation.

     After inverse fast Fourier transform (IFFT) operation,
the time domain signal, xi = [ xi(0), xi(1),…, xi(JN-1)] is
given by equation (2.2),

xi(n) =

where, i = 1, 2 and n = 0, 1, … JN-1. The oversampling
factor J is an integer.

2.2 PAPR in Alamouti MIMO-OFDM Systems

     Generally, the PAPR of MIMO-OFDM signals at
each antenna is defined by the equation (2.3),

where, E[.] represents the expectation.

     The PAPR of Alamouti MIMO-OFDM signals is
defined as given in the equation (2.4),

3.C-SLM SCHEME

     In C-SLM scheme, the U phase rotation sequence is
given by equation (3.1),

            Pu(k)=

where, =[0,2š), k=0,1,…N-1, and u=0,1,…N-1.
The phase rotated signal is obtained by multiplying the
original signal with that of the phase rotation sequence
as in equation (3.2)
Xu(k) = Pu(k)*X(k)                                       - (3.2)

     The phase rotated signal is then encoded into two
vectors namely , using  Alamouti SFBC [6] which
is given in equation (3.3) and (3.4) respectively,

= [Pu(0)X(0), - Pu*(1) X*(1), …, Pu(N-2) X(N-2),
-Pu*(N-1) X*(N-1) ]                               - (3.3)

 = [Pu(1)X(1), Pu*(0) X*(0), …, Pu(N-1) X(N-1),
Pu*(N-2) X*(N-2) ]                   - (3.4)

     Then the encoded phase rotated signals are converted
into time domain signals by IFFT operation, and the signal
with minimum PAPR is chosen as the optimal set for
transmission.

     The U phase rotation sequences are transmitted as
the SI to the receiver with log2U bits.

4.P-SLM SCHEME

     In P-SLM scheme, for U different phase rotation
sequence, corresponding U phase offsets are generated
as given by the equation (4.1),

Po(u) =                                                         - (4.1)

                                                                      - (2.2)

                                                                     - (2.3)

                                                                     - (2.4)

                                                                     - (3.1)
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Fig.1 Block diagram of P-SLM Scheme

The block diagram of the P-SLM scheme at the trans-
mitter end is as shown in the Figure 1.

 As shown in Figure 1, the OFDM signal is first phase
rotated by the unique phase rotation sequence and then
encoded into two vectors using SFBC, and then phase
offsets corresponding to the phase rotation sequence are
added to the second encoded signals. The signal is con-
verted into time domain via IFFT operation. Finally, the
signals with minimum PAPR (x1 and x2) are transmitted
to the receiver via two antennas Tx1­ and Tx2 respec-
tively, via the fading channel with additive white Gaussian
noise (AWGN).

     At the receiver, the received signal is multiplied by
the phase offset values, and the signal with minimum
Euclidean distance (MED) is recovered, since the phase
offset value can be detected using MED decoder, the
unique phase rotation sequence corresponding to it can
be obtained, hence no need of transmission of SI is
needed in P-SLM scheme.

5.SIMULATION RESULTS

     In this section, simulations are conducted to evaluate
the performance of the proposed P-SLM scheme in
terms of PAPR reduction and BER and its performance
is compared with that of B-SLM scheme. The OFDM
signals with data block of size 104 and N=1024 are
generated. The phase offset is chosen in  [-1,1].

The simulations  are  done  using  MATLAB  for  P-
SLM,  and B-SLM schemes.

The complementary cumulative distribution functions
(CCDF) of the PAPR of the original signal, and other
signals generated using B-SLM scheme, P-SLM scheme
at antenna 1 and 2 respectively are shown in Figures 2
and 3.

Fig.2 Comparison of PAPR Reduction Performances for
Original signal, B-SLM SCHEME, P-SLM SCHEME at

Antenna-1
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Fig.3 Comparison of PAPR Reduction Performances for
Original signal, B-SLM SCHEME, P-SLM SCHEME at

Antenna-2

 From Figures 2 and 3, it is obvious that the PAPR
reduction Performance of P-SLM scheme is better than
that of B-SLM scheme and the original signal.

     PAPR values for different OFDM signals at antenna
1 and antenna 2 are calculated and are shown in Table 1
and 2 respectively, which show that the performance of
P-SLM scheme is better than the B-SLM scheme.

     The BER performance of P-SLM and B-SLM
schemes obtained after recovering the signal at the
receiver is shown in the Figure 4.

Table 1 PAPR Values For Different OFDM Signals At Antenna-1

Table 2 PAPR Values For Different OFDM Signals At Antenna-2

Fig.4 BER Performance of Original signal, B-SLM scheme,
P-SLM scheme

     From Figure 4, it is observed that the performance
of P-SLM scheme is better than that of the B-SLM
scheme.

6. CONCLUSION

     In this paper, P-SLM scheme is proposed to reduce
the PAPR in Alamouti MIMO-OFDM systems without
side information, by using the phase offset values
corresponding to the phase rotation sequences used.
Since no SI needs to be transmitted in this scheme it
provides increase in the data rate compared to C-SLM
scheme. From the simulation results it is clear that the
PAPR reduction performance of P-SLM scheme is
better than that of B-SLM scheme.
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